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Magnetization dynamics theory of superparamagnetic nanoparticles for Magnetic
Particle Spectroscopy and Imaging

Gabriele Barrera,∗ Paolo Allia, and Paola Tiberto
INRiM, Advanced Materials Metrology and Life Sciences, Torino, I-10135, Italy

(Dated: April 27, 2022)

An exact theory is developed with the aim of assessing the properties of the harmonics spectrum
of the dynamic magnetization originating from superparamagnetic nanoparticles submitted to a
high-frequency driving field. The magnetization is assumed to be always close to equilibrium at the
frequencies of interest, so that it can be still described by the anhysteretic Langevin function. The
theory, valid for an extended range of values of physical properties and sizes of particles, is aimed at
interpreting typical results of Magnetic Particle Spectroscopy and Imaging. The analytical frame-
work is exploited to get a deeper knowledge of the spectral properties of nanoparticle magnetization
and to assess the persistence of the superparamagnetic behaviour at the operating frequencies. The
spectral properties of the time-dependent Langevin function are analyzed in detail and compared
with experimental results on polydisperse, immobilized nanoparticles. The system function usually
exploited in Magnetic Particle Imaging is calculated with precision as a function of both particle
size and driving field’s amplitude.

I. INTRODUCTION

In recent years, fundamental and application-oriented
research on magnetic nanoparticles has been increasingly
addressed to high-frequency properties [1–7]. The inter-
est is boosted by a great number of novel applications
where nanoparticles (mostly composed of iron oxides [8])
may act as tracers [9, 10], pointlike heat sources [11–14],
encoding elements [15], microwave devices[16] and are ac-
tivated, stimulated or interrogated by a high-frequency
driving field. In a remarkable fraction of practical appli-
cations, the nanoparticles are not suspended in a fluid nor
freely displacing/rotating in space, but they are - through
choice or happenstance - immobilized in some medium in
such a way that their magnetic response is determined by
the Néel’s relaxation mechanism only [17, 18].

Present and prospective high-frequency applications of
magnetic nanoparticles range from biomedicine to en-
ergy saving and data encryption, and include advanced
diagnostic tools such as Magnetic Particle Spectroscopy
(MPS) [19–22] and Magnetic Particle Imaging (MPI) [23–
27], specific therapies for precision nanomedicine such as
Magnetic Hyperthermia [12, 28, 29], communicating ob-
jects for miniaturized product security and the Internet
of Nano Things [15, 30], advanced devices for the Infor-
mation and Communication Technology [6]. Application
areas where the particles’ response to a high-frequency
magnetic field is the key factor have rapidly paralleled or
even surpassed the ones where particles are in static or
quasi-static conditions.

Although a detailed knowledge of the magnetic prop-
erties of nanoparticles is mandatory to fully exploit the
great potentialities of this class of nanomaterials, the fun-
damentals of their high-frequency magnetism have not
been investigated so far to the same depth of static or
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quasi-static properties, for which a shared viewpoint sup-
ported by an extensive literature exists [31–33].

In most of the present-day high frequency applications
of magnetic nanoparticles, the individually responding el-
ementary units are typically considered to be superpara-
magnetic, with magnetization described by the Langevin
function [25, 34]. For immobilized particles, this means
that Néel’s relaxation time has to be shorter than one
driving field’s period; when this condition is satisfied,
the distribution of magnetic moments in space by effect
of a time-dependent magnetic field can be assumed to re-
tain the same functional form as under a constant field.
[35] Indeed, a number of particles synthesized in labo-
ratories or industrially produced and typically made of
magnetite have structure, morphology and intrinsic mag-
netic properties which allow the Langevin-function ap-
proach to be adopted. In particular, the energy barrier
between equilibrium directions of the magnetization vec-
tor is tailored to be sufficiently low to guarantee a bona
fide room-temperature superparamagnetic behaviour of
the magnetic units non only in static conditions but also
at moderate to high magnetizing frequencies [36, 37].

In this case, the cyclic magnetization process is pic-
tured as virtually unaffected by magnetic hysteresis.
Such a simplified picture is largely acceptable in many
applications, particularly when the particles operating in
the 1 - 25 kHz frequency range act as tracers [20, 25];
however, this is no longer true in applications at higher
frequency (in the 50 - 200 kHz range) where the main ad-
vantage of using magnetic nanoparticles mostly resides in
their ability to release energy as heat, such as in Mag-
netic Hypertermia; in the latter case, the existence of
wide magnetic hysteresis loops is a key factor for pro-
ducing the desired effect [28, 38].

In high-frequency applications of nanoparticles for
diagnostics and decoding a central role is played by
the harmonics of the frequency spectrum of the mag-
netization produced by the driving field. The richness
of the magnetization spectrum basically results from
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the intrinsic nonlinearity of the Langevin function with
respect to its argument [39]: higher-order harmonics of
the frequency spectrum emerge in a quite natural way
from the powers of the argument which appear in any
suitable series representation of the Langevin function.
The same feature is observed by directly simulating the
magnetization waveform through the time-dependent
Langevin function, subsequently evaluating the har-
monics of the simulated magnetization signal [37, 40].
Although the link between nonlinearity of the Langevin
function and presence of higher-order spectral harmonics
is usually taken for granted [25, 34, 39] a complete
analytic treatment of the nonlinear problem is still
lacking. In some cases, the amplitudes of the first
few harmonics were approximately calculated starting
from a representation of the Langevin function which is
however not always useful [41, 42]. In other approaches,
the relationship between magnetization and driving field
was assumed to be strictly linear, and the nonlinearity
of the Langevin function was approximately taken into
account by an ad hoc modification of the magnetic
susceptibility [43–45]. However, in most applications
the amplitude of the driving field is often such that an
approach based on the linear response theory is hardly
applicable.

In this paper we show that the spectrum of harmonics
of the time-dependent Langevin function can be exactly
known in full through an analytical treatment which does
not require any simplifying assumptions. In this way, the
features of the time-dependent Langevin function are as-
sessed in a comprehensive way and the properties of the
spectral harmonics are presented in detail. The results
of the calculations allow one to predict the behaviour of
the spectral harmonics as functions of operating parame-
ters such as the driving field’s amplitude and of physical
properties such as nanoparticle size and saturation mag-
netization or temperature of operation. Such an outcome
is of central interest for MPS.

In addition, the theory makes it possible to give an ex-
act expression of the third harmonic of the magnetization
as a function of the value of a constant bias field super-
imposed to the high-frequency driving field, solving the
problem of determining with high precision the system
function (SF), which plays a central role in MPI [45–47].

Spectroscopy and imaging based on magnetic nanopar-
ticles have multiple points of contact and can therefore
be the subject of a common theoretical treatment. It
should be remarked that MPS can be exploited both to
characterize magnetic tracers for MPI applications [40]
and to make quantitative the MPI signals [48].

A qualifying point of the proposed analytical treatment
is the quantitative comparison between the predictions
of an exact theory and the results of real measurements
conducted on samples made of immobilized nanoparti-
cles. This is done in a specific Section using experimental
data partly taken from the literature and partly specif-
ically realized for this work. The excellent agreement

between theory and experimental results permits to ex-
tract an accurate information about the distribution of
particle sizes in all examined samples.

Advancing in the knowledge of superparamagnetic par-
ticles at high frequency allows a better grasp of the physi-
cal aspects underlying experimental results and technical
applications in magnetic-particle spectroscopy and imag-
ing. Although modelling of magnetic dynamics for mag-
netic nanoparticles may require in-depth theories [49]
or simulations [50] in cases when intra- and interparti-
cle properties such as effective anisotropy and dipolar
interaction cannot be disregarded, the time-dependent
Langevin-function treatment has the great advantage of
simplicity in the description of dynamic magnetization,
which makes the analytical problem of finding the spec-
tral harmonics exactly solvable.

II. MATHEMATICAL TOOLS

We consider a set of monodisperse, spherical nanopar-
ticles of size D and volume V = π

6D
3 having spontaneous

magnetization Ms. In thermal equilibrium conditions at
the temperature T (higher than the blocking tempera-
ture) [33] the magnetization of the system submitted to
a magnetic field H is usually expressed by the Langevin
function of argument y:

L(y) = coth(y)− 1

y
(1)

where y = MsV H/kBT . When the magnetic field is
a harmonic function of time of frequency f and angular
frequency ω = 2πf such as:

H(t) = H0 +HV cos(ωt), (2)

the magnetization M(t) = MsL[(ωt)] contains in prin-
ciple an infinite number of odd harmonics [25]. In Equa-
tion 2, the constant H0 is the bias field, determined in
each point of the scanned region by the presence of a
magnetic field gradient, a typical feature of MPI [25, 34].
The bias field can be zero or take positive values, and HV

is the vertex field, i.e., the maximum amplitude of the os-
cillating component; typically, H0 is zero in applications
such as MPS.

Aim of the work is to derive an exact, analytical
expression of the amplitude of the harmonics. As a
matter of fact, Equation 1 is not a suitable starting
point when one looks for the Fourier expansion of
the magnetization signal. Three specific series develop-
ments of the Langevin function will be used in this paper.

1. The usual Taylor series development of the Langevin
function:
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L(y) =

∞∑
k=1

22k

(2k)!
B2k y

2k−1 ≈

≈ 1

3
y − 1

45
y3 +

2

945
y5 − ...

(3)

(where the B2k’s coefficients are the even Bernouilli’s
numbers) [51] works around y = 0 but has the disad-
vantage of being valid only when |y| < π [51]. This
means that the Taylor series development of L(ωt)
cannot be used when [γ(H0 + HV )] ≥ π. For instance,
considering magnetite particles with D = 15 nm and Ms

= 300 emu/cm3 at room temperature, the maximum
vertex field at zero bias (H0 = 0) which permits to use
Equation 3 is about 245 Oe only. Using a higher vertex
field (HV = 400 Oe), the maximum particle size must
not exceed 13 nm in order to use this development.
The examples clearly show that the range of validity of
Equation 3 is somewhat limited.

2. An equivalent, if less common development of the
Langevin function (valid for any value of y between 0 and
∞) is [51]:

L(y) =
2y

π2

∞∑
k=1

1

(y/π)2 + k2
≡ 2y

∞∑
k=1

1

y2 + k2π2
(4)

3. Finally, for large values of y (specifically: when the
magnetic field is always well above zero for any pair of
values of H0 and HV ) the following expression of L(y)
can be used [51]:

L(y) = 1− 1

y
+ 2

∞∑
n=1

e−2ny (5)

All the above expressions of the Langevin function will
be exploited here. In particular:

- for H0 = 0 as in the MPS practice, Equation 4 will
be taken as the starting point of calculations, resulting
in a general expression of all spectral harmonics valid for
all parameter values;

- for H0 ̸= 0, as in the typical operating conditions
of MPI, the treatment of Equation 4 poses great
analytical difficulties, so that one has to resort to
Equations 3 and 5, whose separate ranges of validity will
be shown to overlap over an extended range of H0 values.

The next Section is devoted to the development
of an analytic expression of all odd harmonics of the
magnetization signal in MPS conditions (i.e., at zero
bias field), whilst Section Analytic expression of the
system function in MPI contains a study of the third
harmonic of the magnetization signal as a function of
the bias field H0 at constant HV , i.e., in the typical

operating conditions of MPI. In this way, an accurate
representation of the system function is obtained.

As a final remark, the following calculations will give
the analytical expressions of the amplitudes of the odd
harmonics of M(t). In typical applications such as MPS
and MPI it is the induced voltage V (t) ∝ −dM/dt which
is detected [41]. The absolute value of the harmonics
of V (t) is proportional (by a factor depending on the
details of the pickup setup) to the product of the
absolute value of the amplitude of the n-th harmonic of
M(t) multiplied by n.

III. ODD HARMONICS OF MAGNETIZATION
AT ZERO BIAS FIELD

A. General Framework

Our starting point is Equation 4 where y = β cos(ωt),
with β = MsV Hv/kBT . Calling x = ωt, one has:

L(x) = 2

∞∑
k=1

β cosx

β2 cos2 x+ k2π2
= 2

∞∑
k=1

fk(x) (6)

Each term fk is an even periodic function of x and can
be developed as a Fourier series containing cosine terms
only:

fk(x) =
a0k
2

+

∞∑
n=1

ank cos(nx) (7)

where the ank coefficients are given by:

ank =
1

π

∫ π

−π

β cosx

β2 cos2 x+ π2k2
cos(nx)dx (8)

It can be immediately observed that all ank with even
n ≥ 2 are equal to zero. Using Equations 6 and 7 and
inverting the order of the summations, one gets:

L(x) =

∞∑
k=1

a0k + 2

∞∑
n=1

( ∞∑
k=1

ank

)
cos(nx) (9)

where the outer sum of the second term is intended
over odd integers only. The amplitudes An of the various
terms cos(nx) with odd n are therefore:

An = 2

∞∑
k=1

ank (10)

The explicit calculation of the ank coefficients is re-
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ported in Appendix A. The harmonics of magnetization
are given by Mn = MsAn. The harmonics of the induced
voltage are Vn ∝ −nAn. The unknown proportionality
constant between Vn and (−nAn) disappears when the
results are reported in the form of a ratio between har-
monics, such as |Vn/V1|.

B. Properties of the solutions

The harmonics of the time-dependent Langevin
function turn out to be positive for n = 1, 5, 9... and
negative for n = 3, 7, 11... This is equivalent to say that
the harmonics are either in phase with the driving field
or out of phase by one half a cycle with the field (phase
opposition). It is worth mentioning that such a simple
phase relationship is no longer valid when magnetic
hysteresis is present; in that case, all higher-order
harmonics of the magnetization are out of phase by
different angles with respect to the driving field [52].
In the following Sections, the absolute values of the
harmonics will be mostly dealt with.

1. Behaviour of |An| with the order of harmonic

The ratio of |An/A1| (up to n = 17) is plotted as a
function of n in the left panel of Figure 1 for particle di-
ameters ranging from 9 to 29 nm, HV = 100 Oe, T = 300
K and Ms = 300 emu/cm3, typical of magnetite particles
used in high-frequency applications. For small diameters,
the amplitude of the harmonics dramatically drops with
increasing n; the slope becomes increasingly less steep
with increasing D. The effect of particle polydispersity
is shown in the same panel using a lognormal distribution
of particle sizes with mode Dm = 16 nm and standard
deviation σ = 0.2. A distribution of particle sizes intro-
duces a marked upward curvature in this representation
of the |An/A1| vs. n behaviour.
The corresponding behaviour of the harmonics of the in-
duced voltage is shown for comparison in the right panel,
in the form |Vn/V1|. The curvature predicted for the har-
monics of both M(t) and V (t) is in qualitative agreement
with the upward curvature of the amplitudes of harmon-
ics often measured by MPS on actual systems of immobi-
lized nanoparticles, where the presence of a wide disper-
sion of effective particle sizes is well known [36, 53, 54].

2. Behaviour of An with the parameter β

The behaviour of the absolute value of An with the
parameter β = MsV HV /kBT is shown in the left panel
of Figure 2 for n = 1 − 11. All spectral harmonics start
from zero at β = 0; it can be easily shown that in the
limit β → 0 the n-th harmonic goes as βn; for instance,
A1 ≈ (1/6)β, A3 ≈ −(1/360)β3, A5 ≈ (1/15120)β5,

and so on. The harmonics monotonically increase
with increasing β, reflecting the increasing effect of the
non-linearity of the Langevin function, and finally reach
asymptotic values for β → ∞. It can be shown that
the asymptotic value is |An|∞ = 4/nπ for any n. The
explicit calculation for n = 1 is done in the Supplemental
Material 1. As a direct consequence, the absolute values
of all harmonics of the induced voltage tend to the
same asymptotic value in the limit β → ∞. Therefore,
the higher-order harmonics of the induced voltage
grow more rapidly than the ones of magnetization with
increasing β, as shown in the right panel of Figure
2, where the quantity |nAn|, proportional to |Vn|, is
reported. For instance, in large particles still described
by the Langevin function the harmonics of the induced
voltage tend to become level.

It is worth noting that the for sufficiently high β the
amplitude of the first harmonic of the time-dependent
Langevin function is larger than 1, its maximum value
being 4/π ≈ 1.2732 for β → ∞. Such a rather counter-
intuitive result (the reduced magnetization M(t)/Ms ≡
L(ωt) cannot exceed unity) is explained considering that
the total M(t)/Ms waveform is the sum of an infinite
number of terms of opposite sign which partially com-
pensate each other. Its maximum value can be shown
to be exactly 1, as expected; however, such a limit can
be overcome by the amplitude of a single harmonic, as is
actually the case for n = 1. In particular, A1 becomes
greater than unity for β ≳ 6.78. The point is discussed
in more detail in the Supplemental Material 2. This fact
can have some practical consequences: the picked-up sig-
nal which can be obtained, e,.g., by filtering and keeping
a number of harmonics having the same sign (such as the
ones with n = 1, 5, 9,...) can be significantly larger and
therefore more treatable than the overall signal obtained
when all harmonics are present. In actual applications of
MPS this effect can help increase the sensitivity of the
method.

3. Probing superparamagnetism at high frequency

In dc magnetization measurements, a way to check
whether nanoparticles are in the superparamagnetic
regime is to plot the reduced magnetization M(H)/Ms

as a function of the ratio H/T , because all curves mea-
sured on a bona fide superparamagnetic system at differ-
ent temperatures and/or at different fields become per-
fectly superimposed [33].
A closely similar behaviour can be observed in high-
frequency measurements, provided that the role of the dc
magnetic field is taken now by the vertex field HV . This
is shown in Figure 3, where the values of A1 and |A3|
calculated for 15 nm particles at various values of HV

and at four different temperatures are shown to perfectly
superimpose when the independent variable is taken as
HV /T . Such a procedure could be useful to experimen-
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FIG. 1. Left panel: black symbols: room-temperature behaviour of the spectral harmonics of magnetization expressed as the
ratio |An/A1| (n ≤ 17) for various particle diameters; red symbols: polydisperse particles, with sizes distributed according to
a lognormal with Dm = 16 nm and σ = 0.2. Right panel: the same for the ratio of the induced voltage |Vn/V1|.

FIG. 2. Left panel: behaviour with β = MsV HV /kBT of the absolute value of the amplitude of the first six spectral harmonics
of the time-dependent Langevin function; right panel: the same for the quantity nAn (proportional to the n-th harmonic of
the induced voltage Vn)
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FIG. 3. Left panel: behaviour of A1 and |A3| with the vertex field HV at four different temperatures for particles with D = 15
nm and Hs = 300 emu/cm3; right panel: the single curve resulting for both harmonics when these are plotted as functions of
HV /T .

tally check whether immobilized particles, measured to
be superparamagnetic in quasi-static conditions, can still
be taken as superparamagnetic at the typical operating
frequencies of MPS or MPI.

IV. REAL NANOPARTICLES: AN
EXPERIMENTAL CHECK

Superparamagnetic nanoparticles commonly used in
present-day high-frequency applications such as MPS
and MPI are either produced or characterized as mag-
netic suspensions in a fluid. When submitted to a high-
frequency driving field, their magnetic response is in gen-
eral determined by a combination of effects arising from
Brown’s and Néel’s relaxation mechanisms [17, 20]. The
theory developed in the previous Section applies to the
latter case only, under the additional restrictive hypoth-
esis that Néel’s relaxation time is short compared to one
period of the driving field. This case is however of par-
ticular interest in MPS and in precision medicine diag-
nostics where the nanoparticles are immobilized within a
living tissue [55, 56]. In any case, MPS is a rather versa-
tile technique of characterization not limited to the study
of magnetic suspensions and can be applied to samples
made of immobilized particles as well.

A second important aspect is the actual nature of
the magnetic response of nanoparticles at high frequency
(typically between 10 and 30 KHz in most applications).

In fact, nanoparticles observed to be superparamagnetic
in dc measurements may display hysteretic properties
when magnetized at high frequency, as theoretically pre-
dicted [52, 57] and experimentally verified [58]. In that
case, the particle’s magnetization is no longer in thermal
equilibrium during one driving field’s period [38] and the
time-dependent Langevin function fails to give an accu-
rate picture of the magnetic response.

Several experimental MPS spectra of immobilized par-
ticles have been published in the last decade [36, 58–63];
the results can be analyzed to check whether the mag-
netic response of nanoparticles can still be described in
terms of the Langevin function or not. In the following
Sections, experimental results on immobilized nanopar-
ticles of magnetite (Fe3O4) will be discussed in some
detail. The nanoparticles were prepared with different
techniques and submitted to MPS analysis using differ-
ent driving frequencies and vertex field amplitudes.

A. Behaviour of the amplitude with the order of
the harmonics

The experimental magnetization spectrum of mag-
netite nanoparticles taken from Ref.[58] is shown in panel
(a) of Figure 4 as the ratio |Mn/M1| ≡ |An/A1| (red full
circles). The nanoparticles (sample CMEADM-004 in
Ref.[58]) were immobilized in agar and fully characterized
both by dc and ac magnetic measurements. According to
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FIG. 4. Panel (a): full red circles: experimental results for |Mn/M1| measured [58] on immobilized, superparamagnetic particles
of magnetite; full blue lines, with symbols: theory, for three particle size distributions of same mode and different width; black
dashed lines: theory, for monodisperse particles of three different sizes. Panels (b) and (c): the same as in Panel (a) for
two other experimental datasets [44, 60] obtained from samples with immobilized, superparamagnetic magnetite particles; the
dashed lines shown in panels (b) and (c) apply to monodisperse particles of size corresponding to the mode of the distribution.

the Authors, the sample was made of small particles (≈
4 nm) giving rise to aggregate multi-core clusters which
respond to a magnetic field as single magnetic units. The
magnetic behaviour of this sample was observed to be still
superparamagnetic at high frequency (10 kHz), the coer-

cive field being negligible [58]. This sample is therefore
a good candidate for an analysis done using the present
theory.

The theoretically predicted behaviour of |An/A1| for
D = 4 nm (corresponding to individual, single-core
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nanoparticles [58]) is very far from the experimental re-
sults, a much steeper decrease of the amplitude with n
being expected in this case, as shown in Figure 4 (open
squares). In agreement with the general behaviour shown
in the left panel of Figure 1, the experimental data sug-
gest that the effective particle size must be considerably
larger than 4 nm, confirming that multi-core aggregates
exist [58]. The theoretical curves for D = 10 and D = 30
nm, reported for comparison (open circles and triangles,
respectively), indicate that the size of the multi-core ag-
gregates is in between these two sizes. In addition, the
upward curvature of the experimental spectrum shows
that a distribution of sizes must be present, as predicted
by the theory (see Figure 1). A very good agreement
between experimental data and theory is observed by as-
suming a lognormal distribution of effective particle sizes
with mode Dm = 15 nm and σ = 0.3 (blue circles). The
width of the distribution has a great impact on the shape
of the theoretical curve, as shown by the curves drawn
in panel (a) for two different values of σ (blue symbols).
The present theory suggests that MPS spectra can be
exploited to get information about mode and width of
the distribution of effective sizes of magnetic units in a
sample.

In panel (b), the theory is applied to explain the be-
haviour of the quantity 10 log10(|Vn/V3|) for the MPS
spectrum of immobilized FeraSpin XS particles, as re-
ported in Ref. [60]. In this case, the effective mag-
netic units were stated to be clusters of small (5-7 nm)
single-core particles.[60] The agreement between theoret-
ical prediction and measurements turns out to be very
good when a lognormal distribution of mode Dm = 6 nm
and σ = 0.35 is used. This indicates that the tendency
to aggregation of single-core particles is not particularly
strong in this sample, so that the effects of elementary
particles are predominant. Once again, small changes of
σ result in large effects on the theoretical MPS spectrum,
allowing one to determine with accuracy the width of the
distribution. It should be noted that the theoretical pre-
diction for monodisperse particles with D = 6 nm has a
much greater slope (open black symbols) and is clearly
not able to fit the experimental results: this shows how
much a MPS spectrum can be sensitive to the presence
of a distribution of sizes. It is interesting to note that the
agreement between mode and width of the size distribu-
tion determined in this work is in excellent agreement
with the estimate reported by the same group in Ref.
[53] on the basis of static M -H measurements.

As a further example, panel (c) shows the agreement
between theory and MPS spectrum for another set of
immobilized magnetite nanoparticles [44]. In this case,
the experimental spectrum does not exhibit any appar-
ent upward curvature, indicating that the distribution
of effective sizes must be narrow, more in agreement
with the theoretical behaviour predicted for monodis-
perse nanoparticles shown in Figure 1. This is confirmed
by the small values of σ required to fit the experimental
spectrum in the present case. The prediction for strictly

monodisperse particles with D = 16 nm is reported for
comparison (black open symbols).

The general agreement between theory and experiment
indicates that even the last two samples still behave as
superparamagnetic materials at the operating frequency.

B. Behaviour of harmonics with the vertex field

MPS spectra were measured at selected vertex fields
at the frequency of 69 kHz on immobilized magnetite
nanoparticles which had been previously characterized
[64, 65]. Details about the high-frequency measurement
technique are given in the Supplemental Material 3. The
individual particles were shown to be described by a nar-
row Gaussian distribution peaked at 5.6 nm. The am-
plitudes of the first and third harmonic of the magneti-
zation, M1 = MsA1 and M3 = Ms|A3| are reported in
Figure 5 (red full circles).

The experimental behaviour ofM1 withHV (panel (a))
is in excellent agreement, in absolute value and shape,
with the theory when a lognormal distribution of effec-
tive sizes with mode Dm = 9.6 nm and σ = 0.1 is used
(blue dashed line). On the other hand, the theoretical
prediction for D = 5.6 nm is definitely unable to fit
the experimental results (black dashed line). The fitting
parameters indicate that the nanoparticles aggregate to
form small clusters, in agreement with the conclusions
drawn from the analysis of dc magnetic properties [65].

On the other hand, the experimental results for M3

(panel (b)) are in good agreement with the theoretical
prediction for the three lowest vertex fields only (keeping
the same theoretical parameters as in the analysis ofM1).
For higher vertex fields, the third harmonic keeps growing
with HV without however following the theoretical curve
(blue dashed line).

The deviation of the experimental data from the the-
oretical prediction for the two highest vertex fields may
indicate that the Langevin function is no longer able to
describe the M(H) curve of the sample. In fact, ther-
mal equilibrium is more difficult to be maintained by the
nanoparticles when the inversion of the magnetization in
one driving field’s period becomes larger, as it happens
for high vertex fields. This conclusion is supported by the
emergence of a magnetic hysteresis loop which appears
at large vertex fields only, as shown in the Supplemental
Material 4.

The present discussion suggests that the third har-
monic is more sensitive than the first one to the onset
of magnetic hysteresis. It should be finally noted that
for strictly monodisperse particles with D = 5.6 nm the
third harmonic would be vanishingly small, as shown in
panel (b) (black dashed line).
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FIG. 5. Panel (a): Red full circles: first harmonic of the magnetization measured at 69 kHz on magnetite nanoparticles as a
function of the vertex field; blue dashed line: theoretical prediction for a realistic distribution of nanoparticle sizes (see text);
black dashed line: theoretical prediction for monodisperse nanoparticles of diameter equal to the average size determined by
TEM. Panel (b): the same as in panel (a) for the third harmonic of the magnetization. The third harmonic is predicted to be
very close to zero for monodisperse nanoparticles of diameter equal to the average size determined by TEM.

V. ANALYTIC EXPRESSION OF THE SYSTEM
FUNCTION IN MPI

Magnetic tracers for MPI are usually considered to
be superparamagnetic particles with magnetization de-
scribed by the Langevin function whose intrinsic nonlin-
earity is the key factor to build a MPI map of the scanned
tissue. Usually, a MPI device works by detecting higher-
order harmonics of the induced signal: the third har-
monic is often exploited in actual devices. In a standard
MPI scanning procedure the vertex field HV is constant,
while different points of the scanned tissue correspond
to different values of the bias field H0, as determined by
a static magnetic-field gradient [25, 34]. The |A3(H0)|
curve is called system function [47].

When H0 ̸= 0, the third harmonic of the magnetiza-
tion cannot be obtained from Equation 4. However, the
desired result can be achieved by separately using Equa-
tions 3 and 5 in their own regions of validity, correspond-
ing to the conditions H0 < [(6kBT/MsD

3) − HV ] and
H0 ≥ HV , respectively. The bias field H0 can be shown
to satisfy to both inequalities if D < (3kBT/MsHV )

1/3.
Such a condition is fulfilled by particles still superparam-
agnetic at the operating frequencies for the typical values
of HV used in the MPI practice. As an example, using
Ms = 300 emu/cm3, HV = 100 Oe, the maximum par-
ticle size guaranteeing that the two solutions overlap is

about 16 nm.

A. Solution for small H0

When H0 < [(6kBT/MsD
3)−HV ], the exact solution

for the amplitude of the third harmonic of the magneti-
zation M3 = MsA3 with H0 turns out to be:

M3(H0) = Ms

∞∑
k=2

22k

(2k)!
B2k γ

2k−1 C2k−1(H0) (11)

where γ = MsV/kBT , B2k is the (2k)-th Bernouilli
number, and the function C2k−1(H0) is defined as:

C2k−1(H0) =

=

k−1∑
h=1

(2k − 1)!

(2k − 2h− 2)!(h− 1)!(h+ 2)!
H2h+1

V H2k−2h−2
0

(12)

for k ≥ 2. The explicit calculation leading from Equa-
tion 3 to Equations 11-12 can be found in Appendix B.
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B. Solution for large H0

When H0 ≥ HV , the exact solution for the amplitude
of the third harmonic of the magnetization M3 with H0

turns out to be:

M3(H0) = Ms

∞∑
k=2

[
1

22k−2

(2k − 1)!

(k − 2)!(k + 1)!
×

×
(
H2k−1

V

γH2k
0

− 2σ2k−1

(2k − 1)!
Pk(H0)

)] (13)

where γ = MsV/kBT , σ = 2γHV and the functions
Pk(H0) are defined as:

Pk(H0) =

∞∑
n=1

n2k−1e−2nγH0 (14)

k being any positive integer starting from k = 2.
The explicit calculation leading from Equation 5 to
Equations 13-14 is reported in Appendix C.

C. Overall behaviour of |M3(H0)|

The behaviour of the system function |M3(H0)| with
HV = 100 Oe is reported in Figure 6, panels (a-b), in the
interval 0 ≤ H0 ≤ 1 kOe for six particle diameters (with
Ms = 300 Oe) at room temperature. In the studied cases,
the two solutions overlap over an extended range of H0

values, so that a single continuous curve can be drawn.
The ranges of validity of the two partial solutions are
shown in the Supplemental Material 5.

It should be noted that for H0 = 0 as well as for small
bias fields, the actual amplitude of the third harmonic
is negative: this means that this harmonic of the time-
dependent Langevin function and the driving field are
initially in phase opposition. Although the details of the
solutions are strongly depending on particle size, a num-
ber of common features of these curves can be put in
evidence. The absolute maximum of the |M3(H0)| func-
tion is always in the origin (H0 = 0). With increasingH0,
the absolute value of M3 decreases and becomes zero at a

field H0 = H
[Z]
0 which strongly depends on nanoparticle

size. AboveH
[Z]
0 the solution forM3 becomes positive; in

other words, at H0 = H
[Z]
0 a sudden change of the phase

of the third harmonic with respect to the driving field

takes place (from π to 0). Above H
[Z]
0 the |M3| function

rises again to a single secondary maximum and finally
goes to zero for H0 → ∞.
The effect of a distribution of particle sizes is dealt with
in the Supplemental Material 6.

D. Estimating the positions of the zero and of the
secondary maximum of the system function

In terms of the SF, as defined in the usual MPI proce-

dure, the closer H
[Z]
0 is to zero, the higher the resolution

of the technique. On the other hand, the presence of
the secondary maximum should be taken in due consid-
eration in the treatment of the picked-up signal. The
analytic solution allows one to easily predict where the
SF is zero and where it reaches the secondary maximum:
Equation 13 can be exploited to accurately estimate the
positions of both quantities.

Putting equal to zero the first term of the development
of Equation 13 (k = 2), one gets:

M3(H0) ≈ Ms

(
H3

V

γH4
0

− 2σ3

3!
P2(H0)

)
= 0 (15)

where P2 =
∑∞

n=1 n
3e−2nγH0 . Using the definition of

σ, Equation 15 can be written as:

∞∑
n=1

n3e−2nγH
[Z]
0 − 3

8

1(
γH

[Z]
0

)4 = 0 (16)

The left side term can be easily summed up:

∞∑
n=1

n3e−2nγH
[Z]
0 =

e6γH
[Z]
0 + 4e4γH

[Z]
0 + e2γH

[Z]
0(

e2γH
[Z]
0 − 1

)4 (17)

so that the approximate value ofH
[Z]
0 , i.e., the position

of the zero of |A3| on theH0 axis, is immediately obtained
by solving the equation:

e6γH
[Z]
0 + 4e4γH

[Z]
0 + e2γH

[Z]
0(

e2γH
[Z]
0 − 1

)4 − 3

8

1(
γH

[Z]
0

)4 = 0 (18)

The agreement between approximate and exact values
of the position of the zero for different particle sizes is
very good, as shown in panel (c) of Figure 6. As expected,

the larger the particle size is, the lower H
[Z]
0 .

A closely similar procedure can be exploited to derive

the position of the secondary maximum, H
[SM ]
0 , which is

obtained putting equal to zero the first derivative of M3.
Considering the term with k = 2 only, one gets:

dM3

dH0
≈ Ms

(
− 4H3

V

γH5
0

− 2σ3

3!

dP2

dH0

)
= 0. (19)

Using dP2/dH0 = −2γ
∑∞

n=1 n
4e−2nγH0 , one gets:
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FIG. 6. Panels (a-b): behaviour of the system function |M3(H0)| for particle diameters in the range 10-15 nm with Ms =
300 emu/cm3, submitted to a driving field of amplitude HV = 100 Oe; panel (c): comparison between exact and approximate
values of the position of the zero and of the secondary maximum of the SF for particle diameters in the interval 10-15 nm.

∞∑
n=1

n4e−2nγH
[SM]
0 − 3

4

1(
γH

[SM ]
0

)5 = 0 (20)

Solving this implicit equation gives the approximate

value of H
[SM ]
0 , i.e., the position of the secondary maxi-

mum of M3 on the H0 axis. Even in this case the agree-
ment between approximate and exact values of the posi-
tion of the secondary maximum for different particle sizes
is very good, as shown in panel (c) of Figure 6. Once

again, the larger the particle size is, the lower H
[SM ]
0 .

E. Effect of vertex field on the system function

The theory shows that the SF is a function not only of
the bias field by also of the amplitude of the driving field
HV , a fact not always acknowledged in the literature.
One expects that the magnitude of the third harmonic
(as well as of all higher-order spectral harmonics ofM(t))
should be enhanced with increasing HV as the nonlinear
features of the Langevin function become more and more
important. Transforming Equation 11, the behaviour of
M3(HV ) for H0 = 0 can be easily expressed as:
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FIG. 7. Effect of vertex field on the SF of monodisperse particles (D = 11 nm, Ms = 300 emu/cm3). Panel (a): behaviour

of |M [H0=0]
3 | as a function of HV (note the logarithmic vertical scale); panel (b): SFs normalized to the maximum value for

some values of HV (lines); first derivative of the Langevin function (open circles); third derivative of the Langevin function
(full squares); panel (c) region around the zero and the secondary maximum of the SF.

M
[H0=0]
3 (HV ) =

= 4Ms

∞∑
k=2

1

2k
B2k

1

(k − 2)!(k + 1)!
γ2k−1H2k−1

V ≈

≈ Ms

[
− 1

180
(γHV )

3 +
1

1512
(γHV )

5 − ...
] (21)

The absolute value ofM
[H0=0]
3 is reported as a function

of HV in panel (a) of Figure 7 for particles with D =
11 nm and Ms = 300 emu/cm3 (note the logarithmic
vertical scale). The effect of HV on the maximum value
of the SF (and in general on the whole SF) is remarkable:
changing HV by a factor 4 (e.g., from 50 to 200 Oe)
results in an enhancement of the signal of a factor of
about 50.

HV affects the shape of the SF also, as shown in panels
(b-c) of Figure 7 where some SFs obtained using different
HV and normalized to their maximum values are plotted
as functions of H0. In the panels, the third derivative of
the Langevin function of argument (γH0) normalized to
its maximum value is also reported (full squares). As a
matter of fact, it can be analytically proven that in the
limitHV → 0, M3(H0) becomes proportional to the third
derivative of the Langevin function; note however that
the maximum amplitude of M3(H0) becomes vanishingly
small in this limit.

For larger values of HV the M3(H0) function is
no longer proportional to the third derivative of the

Langevin function, the deviation becoming increasingly
larger with increasing HV . Increasing the vertex-field
amplitude brings about a very limited loss of resolution
of the SF largely counterbalanced by a strong enhance-
ment of the signal.

The curve drawn using open circles in panel (b) repre-
sents the behaviour of the first derivative of the Langevin
function of argument (γH0) normalized to its maximum
value. In some cases, such a derivative is used for a first-
hand determination of the achievable spatial resolution
and sensitivity of the method [27, 66–68]. Panel (b) of
Figure 7 shows that this is just a good monotonic repre-
sentation of a more structured curve.

VI. CONCLUSIONS

In this paper, a complete analytical theory of the time-
dependent Langevin function has been developed. The
theory can be applied to immobilized superparamagnetic
nanoparticles whose magnetization by effect of a har-
monic driving field is still close to equilibrium even at
the operating frequencies typical of applications such as
MPS and MPI (tens of kHz).

The rich frequency spectrum of the dynamical mag-
netization of nanoparticles is determined starting from
suitable developments of the Langevin function. The
main results of the theory are:
- the amplitudes of the spectral harmonics of magneti-
zation and induced voltage are exactly known for any
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value of the driving field amplitude HV ;
- an upper limit of the amplitudes of the spectral
harmonics is predicted;
- the amplitude of the first harmonic of the magnetiza-
tion can become larger than the amplitude of the whole
magnetization;
- a MPS signal can be enhanced by spectral harmonics
filtering, increasing the sensitivity of the technique;
- a method to verify the high-frequency superparamag-
netic behaviour of nanoparticles is proposed ;
- an analytic expression for the system function of MPI
is given;
- the role of particle size and driving field’s amplitude
on the system function is clarified;
- simple expressions for the positions of the zero and the
secondary maximum of the system function are obtained.

The theory has been successfully compared to exper-
imental results on immobilized magnetite nanoparticles.
The excellent agreement between theory and experiment
indicates that the examined samples were indeed made
of superparamagnetic particles.

Deviations of experimental results from the exact the-
oretical prediction can be now definitely ascribed to the
fact that the magnetization of nanoparticles does not fol-
low the Langevin function, ruling out uncertainties aris-
ing from the use of an approximate theory. This outcome
is important in some practical applications, because the
disagreement between measured and theoretical spectral
harmonics implies that at the operating frequency mag-
netic hysteresis is no longer negligible. The latter cir-
cumstance can result in undesired or even harmful effects
(such as heating of tissues) in specific diagnostic applica-
tions.

Finally, an exact theory turns out to be helpful both in
testing more advanced numerical simulations of the high-
frequency behaviour of magnetic nanoparticles and in cal-
ibrating a measurement setup. In the first case, the ade-
quacy of any numerical simulation of realistic nanoparti-
cle systems including more complex effects, such as e.g.
interparticle interactions, can be previously assessed by
verifying the model’s ability to correctly simulate the
behaviour of virtual superparamagnetic, non-interacting
particles - which has to be coincident with the one pre-
dicted by the present theory. In the second case, mea-
surements done on a reference sample containing parti-
cles of known physical properties and morphology, still
superparamagnetic at the operating frequency, may be
used to correctly calibrate a measurement setup with the
aid of the quantitative predictions of the theory.

Appendix A: MPS: harmonics of M(t)

The ank coefficients (for odd n) of the Fourier series of
Equations 7-10 are obtained by solving integrals of the
type:

ank =
1

π

∫ π

−π

β cosx

β2 cos2 x+ k2π2
cos(nx)dx

Each cos(nx) term with odd n can be represented in
terms of odd powers of cosx according to the rule [51]:

cos(nx) = 2n−1 cosn x− n

1

(
n− 1

0

)
2n−3 cosn−2 +

+
n

2

(
n− 3

1

)
2n−5 cosn−4 −n

3

(
n− 4

2

)
+

+ 2n−7 cosn−6 +...± n cosx

where
(
a
b

)
= a!/[b!(a−b)!] and the sign of the last term

is positive when n = 5, 9, 13, ... and negative when n =
3, 7, 11, ...
Therefore, each ank term can be written as a finite sum

of integrals:

ank = 2n−1In+1−

− n

1

(
n− 1

0

)
2n−3In−1 +

n

2

(
n− 3

1

)
2n−5In−3−

− n

3

(
n− 4

2

)
2n−7In−5 + ...± nI2

(A.1)

with

Im =
1

π

∫ π

−π

β cosm x

β2 cos2 x+ k2π2
dx

where m is always an even number taking the values
2, 4, 6, ... . Three ank terms are explicitly given below:

a1k = I2
a3k = 4 I4 - 3I2

...........
a9k = 256 I10 - 576 I8 + 432 I6 - 120 I4 + 9 I2

...........

The integrals Im can be obtained by recursion starting
from I2, which is easily calculated:

I2 =
1

π

∫ π

−π

β cos2 x

β2 cos2 x+ k2π2
dx =

=
2

β

[
1− 1(

1 + β2

k2π2

)1/2 ] (A.2)

It can be checked that:

I4 =
1

β
− k2π2

β2
I2
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I6 =
3

4

1

β
− k2π2

β2
I4

and, in general, for any even m > 2:

Im =
1

2m−3

(
m− 2
m
2 − 1

)
1

β
− k2π2

β2
Im−2

As a consequence, all ank terms with arbitrary odd n
can be obtained from Equation (A.1). The results are to
be inserted in Equation 10 of the main text.

Appendix B: Calculation of A3(H0) for small H0

When the argument y of Equation 3 is y = γ[H0 +
HV cos(ωt)] where γ = (MsV/kBT ), the expression of the
time-dependent Langevin function for sufficiently small
H0 becomes:

L(ωt) =

∞∑
k=1

22k

(2k)!
B2k γ

2k−1[H0 +HV cos(ωt)]2k−1

(B.1)

This series contains all powers of cos(ωt) and should be
transformed into a Fourier series of cosines.

Here, we are interested in the amplitude of the term in
cos(3ωt) only. Each binomial term of the power series,
[H0 +HV cos(ωt)]2k−1, can be expanded as a finite sum
of powers of cos(ωt). Such a sum contains all even and
odd powers of cos(ωt) from 0 to (2k − 1). By making
use of the representation of powers of the cosine function
in terms of the cosines of multiples of the argument [51],
it can be easily checked that the amplitude of the third
harmonic of the Fourier series is determined by all odd
powers larger than 1 in the expansion of the binomial: on
the contrary, all even powers of the cosine and the linear
term in cos(ωt) do not contribute to the amplitude of the
third harmonic.

By properly taking into account (a) the coefficients of
the standard binomial expansion and (b) the coefficients
associated to the the term in cos(3ωt) when each odd
power of cos(ωt) is transformed into the cosines of mul-
tiples of the argument, it is possible to get a general ex-
pression for the total contribution to the third harmonic
of the generic (2k − 1)-th term of the series of Equation
B.1.

As an example of the procedure, let us consider the
term [H0 + HV cos(ωt)]5, whose expansion reduces to:
[10H2

0H
3
V cos3(ωt) + H5

V cos5(ωt)] when only the terms
of the binomial development which give a contribution to
cos(3ωt) are kept. Now, the terms cos3(ωt) and cos5(ωt)
contribute by the factors 1

4 and 5
16 respectively to the

term cos(3ωt) when the two powers of cos(ωt) are devel-

oped in terms of the cosines of multiple angles. Therefore,
the overall contribution of the 5th power of the binomial
is C5 = 10

4 H2
0H

3
V + 5

16H
5
V = 5

2H
2
0H

3
V + 5

16H
5
V .

The general expression of the coefficients can be ob-
tained by induction; as it turns out:

C2k−1 =

=

k−1∑
h=1

1

22h
(2k − 1)!

(2k − 2h− 2)!(h− 1)!(h+ 2)!
H2h+1

V H2k−2h−2
0

where k takes any positive integer value starting from
k = 2. This expression allows one to easily calculate all
the C2k−1 coefficients. The first three terms (with k =
2, 3, 4) are explicitly reported here as examples of the
procedure:

C3 =
1

4

(3)!

(0)!(0)!(3)!
H3

V H0
0 =

1

4
H3

V

C5 =
1

4

(5)!

(2)!(0)!(3)!
H3

V H2
0 +

1

16

(5)!

(0)!(1)!(4)!
H5

V H0
0 =

=
5

2
H3

V H2
0 +

5

16
H5

V

C7 =
1

4

(7)!

(4)!(0)!(3)!
H3

V H4
0 +

1

16

(7)!

(2)!(1)!(3)!
H5

V H2
0+

+
1

64

(7)!

(0)!(2)!(5)!
H7

V H0
0 =

35

4
H3

V H
4
0+

+
105

16
H5

V H
2
0 +

21

64
H7

V .

The explicit calculation for any k is straightforward
and easily implemented. Finally, all the C2k−1 terms
must be summed up after being multiplied by the coeffi-
cients appearing in Equation B.1:

A3(H0) =

∞∑
k=2

22k

(2k)!
B2k γ

2k−1C2k−1(H0).

This expression, multiplied byMs, exactly corresponds
to Equation 10. Note that the series begins with k =
2 and contains all contributions to the amplitude of the
third harmonic of the time-dependent Langevin function.

Appendix C: Calculation of A3(H0) for large H0

When the argument y of Equation 3 is y =
γ[H0+HV cos(ωt)], the expression of the time-dependent
Langevin function for H0 ≥ HV is:
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L(ωt) = 1− 1

γ[H0 +HV cos(ωt)]
+

+ 2

∞∑
n=1

e−2nγ[H0+HV cos(ωt)]
(C.1)

The two time-dependent terms of Equation C.1 will be
separately treated.

1. Transformation of the rational term

Defining r = HV /H0 ≤ 1, the rational term is ex-
panded as:

1

γ[H0 +HV cos(ωt)]
=

1

γH0

∞∑
h=0

(−1)hrh cosh(ωt) =

=
1

γH0

[
1− r cos(ωt) + r2 cos2(ωt)− r3 cos3(ωt) + ...

]
The power series is to be transformed into a Fourier

series of cosines. However, we are interested here in the
third harmonic term only; following the same line of rea-
soning outlined in Appendix B, we look for the contribu-
tions to the third harmonic coming from all odd powers
of the series development (with h larger than 1). Let us
indicate each of these contributions by the symbol

{ }
[3]
.

For instance,
{
cos3(ωt)

}
[3]

= 1
4 ,

{
cos5(ωt)

}
[3]

= 5
16 , and

so on. We have therefore:

{
− 1

H0 +HV cos(ωt)

}
[3]

=
1

γH0

∞∑
k=2

r2k−1
{
cos2k−1(ωt)

}
[3]

(note that the series contains all the odd powers of the
cosine with the exclusion of the linear term). It is easy
to check that each

{
cos2k−1

}
[3]

term gives the following

contribution to the third harmonic of the Fourier series:

{
cos2k−1(ωt)

}
[3]

=
1

22k−2

(2k − 1)!

(k − 2)!(k + 1)!
(C.2)

Therefore:

{
− 1

H0 +HV cos(ωt)

}
[3]

=

=
1

γH0

∞∑
k=2

1

22k−2

(2k − 1)!

(k − 2)!(k + 1)!
r2k−1

(C.3)

The right-hand side of Equation C.3 gives the total
contribution of the rational term to the third harmonic;
it can be checked that the series converges for all r ≥ 1.

2. Transformation of the exponential terms

Calling λ0 = e−2γH0 and σ = 2γHV , the series of
exponentials in Equation C.1 can be written as:

∞∑
n=1

λn
0 e

−nσ cos(ωt)

The generic exponential term of this series can in turn
be developed as:

e−nσ cos(ωt) =

∞∑
h=0

(−1)h
σh

h!
nh cosh(ωt) =

= 1− nσ cos(ωt) +
1

2!
n2σ2 cos2(ωt)−

− 1

3!
n3σ3 cos3(ωt) + ...

The contributions to the third harmonic of the Fourier
series come, as before, from all odd powers of cos(ωt) with
exponent h larger than 1; they are all negative. Using the
same symbols as in the previous Section, one can write:

{
e−nσ cos(ωt)

}
[3]

= −
∞∑
k=2

σ2k−1

(2k − 1)!
n2k−1

{
cos2k−1(ωt)

}
[3]

Taking into account Equation C.2, one gets for each n:

{
e−nσ cos(ωt)

}
[3]

=

= −
∞∑
k=2

σ2k−1

(2k − 1)!
n2k−1 1

22k−2

(2k − 1)!

(k − 2)!(k + 1)!

The total contribution to the third harmonic coming
from the series of exponentials of Equation C.1 can there-
fore be written as:

{
2

∞∑
n=1

λn
0 e

−nσ cos(ωt)

}
[3]

=

= −2

∞∑
n=1

[ ∞∑
k=2

σ2k−1

(2k − 1)!

1

22k−2

(2k − 1)!

(k − 2)!(k + 1)!

]
n2k−1λn

0

Inverting the order of the two series and defining
Pk(H0) =

∑∞
n=1 n

2k−1λn
0 :

{
2

∞∑
n=1

λn
0 e

−nσ cos(ωt)

}
[3]

=

= −2

∞∑
k=2

σ2k−1

(2k − 1)!
Pk(H0)

1

22k−2

(2k − 1)!

(k − 2)!(k + 1)!
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Finally, the amplitude A3(H0) is obtained by combin-
ing the last Equation with Equation C.3:

A3(H0) =

∞∑
k=2

[
1

22k−2

(2k − 1)!

(k − 2)!(k + 1)!
×

×
(
r2k−1

γH0
− 2σ2k−1

(2k − 1)!
Pk(H0)

)]
which is coincident with Equation 13 after multiplica-

tion by Ms.
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