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Abstract
We have measured the refractive index of helium using a quasi-spherical copper microwave
resonator at five different temperatures in the interval between the triple point of hydrogen at
13.8 K and the triple point of xenon at 161.4 K for pressures up to 380 kPa. From these results
and additional measurements of the refractive index of neon near 54.4 K, 83.8 K and 161.4 K
we determine the differences (T − T90) between the thermodynamic temperature T and its
approximation T90 by the International Temperature Scale of 1990 (ITS-90). We have
estimated the isothermal compressibility of copper and the effective compressibility of our
microwave resonator by different methods including resonant ultrasound spectroscopy (RUS)
and microwave measurements with helium at 273.16 K. We compare the results of these
compressibility estimates and discuss the associated uncertainty. From the refractive index
measurements, we estimate the second density virial coefficient of helium and neon which are
found in good agreement with the ab initio calculations of the same properties.

Keywords: refractive index gas thermometry, thermodynamic temperature, ITS-90,
microwave resonator,

S Supplementary material for this article is available online

(Some figures may appear in colour only in the online journal)

1. Introduction

As a contribution to the ongoing effort to improve the consen-
sus estimate of the differences (T − T90) [1] we present some
new determinations obtained by using the primary method
denominated refractive index gas thermometry (RIGT) whose
basic principle and procedures have been recently reviewed by
Rourke et al [2]. These estimates, which span the tempera-
ture interval comprised between the triple point of hydrogen
near 13.8 K and the triple point of xenon near 161.4 K, were

∗ Author to whom any correspondence should be addressed.
Original content from this work may be used under the terms
of the Creative Commons Attribution 4.0 licence. Any further

distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOI.

obtained using gaseous helium and neon as thermometric sub-
stances. Our results are found in good agreement with other
recent determinations [3–10] of (T − T90) obtained with sev-
eral different primary thermometry methods in an overlapping
temperature range.

1.1. Working equations and analytical methods

Our experimental determination of the refractive index n(p, T)
of a gas as a function of pressure p and thermodynamic tem-
perature T relies on the possibility to measure the microwave
resonance frequencies of a triaxial ellipsoidal copper cavity
whose salient design and constructive features are described
in section 2.1. With this instrument, n(p, T) equals the ratio
between the value of a resonance frequency of the evacuated
cavity f m(0, T) and that of the same resonance f m(p, T) when
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the cavity is filled with gas at pressure p

n (p, T) =
〈 fm (0, T)〉
〈 fm (p, T)〉

1
(1 − κeff p)

, (1)

where the subscript m summarizes the mode type and order,
the 〈. . . 〉 brackets indicate averaging of the individual compo-
nents of the resonances, which are at least triply degenerate
for a quasi-spherical ellipsoidal cavity [11], and the corrective
term defined by the effective compressibility κeff accounts for
the change of the internal dimension of the cavity in response
to a change of pressure. For most accurate work, this correc-
tion cannot be neglected and an independent estimate of κeff

is needed. Such estimate is expected, and usually found [5], in
close agreement with κT/3, where κT is the isothermal (vol-
umetric) compressibility κT of the material comprising the
resonator. In section 4 we discuss the result of our determi-
nation of κeff from auxiliary measurement of the refractive
index of He at 273.16 K and a comparison with the determi-
nation of κT/3 by means of resonant ultrasound spectroscopy
(RUS).

For the analysis of the experimental refractive index data,
n(p, T) is most conveniently expressed in the form of a power
series of the pressure

n2 = 1 + An p+ Bn p2 + Cn p3 + · · · (2)

with temperature-dependent coefficients given by combina-
tions of the electromagnetic and thermodynamic properties of
the gas:

An =
3

RT

(
Aε + Aμ

)
; (3)

Bn =
3Aε

R2T2

(
Aε + bε − Bρ

)
; (4)

Cn =
3Aε

R3T3

[
Aε

2 + cε − Cρ + 2
(
bε − Bρ

) (
Aε − Bρ

)]
, (5)

where R is the molar gas constant, Aε and Aμ are the molar
electric and magnetic polarizability at zero density and zero
frequency, bε and Bρ are the second dielectric and second den-
sity virial coefficients, and cε and Cρ are the third dielectric
and third density virial coefficients.

In this work, we determine T from our microwave data
using different analytical methods discussed in detail in
section 5.

In the first of these, dubbed direct evaluation in [2], T is the
unknown in the implicit equation resulting from the combina-
tion of equations (1)–(5). This equation can be solved numer-
ically at each thermodynamic state (p, T) if the properties of
the gas are known from accurate ab initio theoretical calcula-
tions, using the measured value of p in the laboratory and an
independent estimate of κeff.

Alternatively, from the entire collection of microwave data
recorded at several different pressures along an isotherm, a
single determination of T can be obtained by the procedure
referred to in [2] as ideal gas extrapolation, i.e. by the fit-
ted estimate of the linear pressure term h1 in the combined

expansion of equations (1) and (3)[
fm (0, T)
fm (p, T)

]2

= 1 + h1 p+ h2 p2 + h3 p3 + . . . , (6)

requiring the knowledge of the molar polarizabilities Aε and
Aμ and the compressibility κeff

T =
3
(
Aε + Aμ

)
R (h1 + 2κeff)

. (7)

We remark that the non-linear coefficients h2, h3, . . . in
equation (6) may be themselves determined by fitting with a
polynomial of suitable order, or alternatively constrained in a
linear fit if the combinations of density- and refractive index
virial coefficients which define them are independently known
from theory. The latter choice, dubbed hybrid analysis in [2],
may be more metrologically and statistically convenient if the
theoretical estimate of h2 is sufficiently accurate, which is in
fact the case for He.

Finally, if the refractive index is measured at the same tem-
perature and pressure for two different gases, like for the He
and Ne data recorded near 54 K, 83 K and 161 K in this work, a
determination of T is possible (two gases method) which does
not require an independent estimate of the compressibility.
With this procedure, the squared ratios of the microwave fre-
quencies of the two gases are fitted by a polynomial expansion
of the pressure[

fHe (p, T)
fNe (p, T)

]2

= 1 +Ω1 p+Ω2 p2 +Ω3 p3 + . . . , (8)

and the thermodynamic temperature T is obtained by a com-
bination of the fitted linear term in equation (8) and the
polarizabilities of the two gases:

T =
3
(
ANe
ε + ANe

μ − AHe
ε − AHe

μ

)
RΩ1

, (9)

where, as in the isotherm method, the non-linear terms
Ω2,Ω3, . . . may be fitted using a polynomial or constrained in
a linear fit.

1.2. Summary of (T − T90) determinations

In section 5 we discuss and compare the different determi-
nations of T which result from the alternative application of
three analytical methods illustrated in the preceding section
and their corresponding uncertainties. Anticipating the most
relevant outcomes of this discussion, we remark that for the
temperatures investigated in this work, the alternative appli-
cation of the direct (p, T) single-state evaluation, the ideal
gas extrapolation, and the hybrid method of analysis, all pro-
vided remarkably consistent (T − T90) determinations. The
results obtained by the hybrid analysis were the most accu-
rate and are listed below in table 1, where the reported stan-
dard uncertainties are the quadrature sum of the contributions
u(T ) of the microwave thermodynamic temperature determi-
nations, listed in table 8 and table 9 and discussed in section 5,
and the contributions u(T90), listed in table 5 and discussed in
section 3.
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Table 1. Recommended (T − T90) differences based on results
obtained using two thermometric gases.

T90/K
He Ne Recommended

(T − T90) (mK)

13.8033 0.67 ± 1.66 0.67 ± 1.66
24.5561 −0.69 ± 0.29 −0.69 ± 0.29
54.3584 −3.03 ± 0.55 −3.53 ± 0.55 −3.29 ± 0.55
83.8058 −4.25 ± 0.93 −4.82 ± 0.73 −4.60 ± 0.73
161.4060 −5.33 ± 2.77 −7.57 ± 1.83 −6.89 ± 1.83

Figure 1. Comparison of the (T − T90) determinations obtained in
this work with the interpolating equation developed by Fischer et al
[1]—black line and grey shaded area—and other recent results
obtained by RIGT [4, 5], DCGT [9] and SPRIGT [6] in the
temperature range below 30 K.

Additionally, where (T − T90) results were available for
both He and Ne, the single recommended result in the right-
most column of table 1 is their weighted mean and, because
the results are highly correlated, the uncertainty is conserva-
tively assumed to be the lowest uncertainty of the individual
measurements.

For the temperature range spanning below 30 K, figure 1
displays the results obtained in this work from the analysis
of He data, which are compared and found to be mostly con-
sistent with other recent (T − T90) determinations, including
those obtained by RIGT at the National Research Council of
Canada (NRC) [4, 5], by single pressure RIGT (SPRIGT) at
the Technical Institute of Physics and Chemistry of the Chi-
nese Academy of Science (TIPC-CAS) in collaboration with
the Laboratoire National de Métrologie et d’Essais (LNE) [6],
and by dielectric constant gas thermometry (DCGT) at the
Physikalisch-Technische Bundesanstalt (PTB) [3, 9]. Unfor-
tunately, the large uncertainty affecting our result at 13.8 K,
which is primarily ascribable to the instability of the standard
platinum thermometers between two successive calibrations
(see section 3.1), reduces the relevance of the comparison and
its utility for a future revision of (T − T90). Otherwise, the

Figure 2. Comparison of the (T − T90) determinations obtained in
this work with two interpolating equations, respectively based on
primary thermometry results obtained until 2011 or after that date.
The former, developed by Fischer et al [1] is plotted as a black line
with grey shaded area displaying the uncertainty. The latter,
developed by Gaiser et al [3] is plotted as a red line with the light
red shaded area displaying the uncertainty. Plotted symbols display
the (T − T90) recommended differences obtained in this work, the
individual results obtained using He or Ne, and the additional results
obtained by a combined analysis of He/Ne microwave frequency
ratios. Plotted symbols for different gases are slightly offset on the
temperature axis to ease their visual comparison.

result at 25.4 K is found to in remarkable agreement with
the RIGT determination of NRC and with the acoustic gas
thermometry (AGT) result reported in 2006 by the National
Institute of Standards and Technology (NIST) and LNE
[12], but is slightly inconsistent with the interpolating
equation of primary thermometry results before 2011 and
with the SPRIGT results of TIPC-CAS and the DCGT results
of PTB.

Figure 2 displays our recommended (T − T90) results,
together with those obtained from the individual analysis of
He and Ne data, as well as their combination by the two-gases
analysis with equations (8) and (9), for the temperature range
between 30 K and 200 K where, in addition to the 2011 inter-
polation, a very precise interpolation of post-2011 results has
been recently evaluated [3]. The latter is based on the RIGT
results of NRC [4, 5], the DCGT results of PTB [3, 9], and
the accurate AGT results of the National Physical Laboratory
[7]. Figure 2 shows that, at all temperatures, the RIGT results
obtained in this work, using He or Ne as the thermometric gas,
were found to be mutually consistent.

Also shown in figure 2 are the (T − T90) differences
obtained by the analysis of combined He/Ne microwave fre-
quency ratios, as discussed in section 5.4. With the excep-
tion of the isotherm at 161.4 K, the results obtained with two
gases have a significantly larger uncertainty compared to those
based on single gases and were not included in the combined
evaluation of the recommended list in table 1.
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Figure 3. Cross section and sketches of the microwave cavity showing location of gas inlet-outlet ports (P1, 2), microwave antennas
(MW1, 2), microphones (MP1, 2—not used in this work) and capsule type platinum and rhodium–iron resistance thermometers (cSPRT1,
2; RIRT1, 2).

2. Experimental apparatus

2.1. Microwave resonator

The microwave resonator used in this work is a hol-
low quasi-spherical cavity made in electrolytic tough pitch
copper (Cu-ETP). It comprises two nominally identical hemi-
spheres machined and diamond-turned in 2017 by Savimex
sas3, 4 under supervision and following the technical design
provided by LNE-CNAM. Two nearly identical copies of the
cavity were fabricated from the same batch of copper. One of
these copies was recently used at the Technical Institute of
Physics and Chemistry of the Chinese Academy of Science
(TIPC-CAS) to achieve accurate determinations of the ther-
modynamic temperature between 5 K and 24.5 K [6]. The
second copy is in use at NRC to develop a primary acous-
tic gas thermometer. Upon its assembly at INRiM, the inter-
nal shape of the cavity approximates a triaxial ellipsoid with
semi-axes: ax = 50.050 mm; ay = ax (1 + ε1) = 50.100 mm;
az = ax (1 + ε2) = 50.075 mm at ambient temperature, where
ε1 and ε2 quantify the designed deviations from sphericity.
Such slight deformation facilitates a precise determination of
the resonance frequency by lifting the intrinsic degeneracy of
the microwave modes of a perfect sphere, a successful strat-
egy well documented by the previous utilization of this type of
cavities for accurate work in primary thermometry and pres-
sure metrology [11–14]. Up to six ports bored through the
resonator wall and matching copper adapters allow fixture of
microwave cables terminated by antennas, acoustic transduc-
ers (not used in this work) or gas ducts. Unused ports are closed

3 Identification of commercial equipment and materials in this paper does not
imply recommendation or endorsement by INRiM, LNE-CNAM or PTB nor
does it imply that the equipment and materials identified are necessarily the
best available for the purpose.
4 SAVIMEX sas, 1 Avenue Louison Bobet, 06130 Grasse (F).

by blank plugs whose front surface reproduces the internal sur-
face shape and finishing of the cavity. Eight additional ports,
distributed at different locations along the external profile of
the cavity, are available for the location of capsule-type ther-
mometers. Figure 3 shows a detail of a typical experimental
configuration.

2.2. Cooling and temperature control system

For temperature control of the microwave cavity in the range
between 9 K and ambient temperature, a cryostat comprised
by three main vacuum-tight stages was realized and assem-
bled, as shown in figure 4. The cryostat design and principles
were inspired by those recently used in a single-pressure RIGT
apparatus [15]. It employs a pulse-tube cryocooler (PTC),
Sumitomo model SRP-082B2S-F70H, delivering a cooling
power of 0.9 W at 4.2 K. The innermost stage of the cryostat
is a cylindrical copper vessel with an internal diameter (i.d.)
of 200 mm, referred to as experimental vessel, which contains
and supports the microwave cavity. The top end of the cav-
ity is loosely attached to the flange of the experimental vessel
by a bolted copper post providing a weak thermal link, while
the bottom end of the cavity remains suspended without direct
contact to the vessel. Across the main flange of the experimen-
tal vessel, a number of coaxial and single pin feedthroughs are
welded on three stainless steel (ss) smaller flanges to allow
transmission of microwave signals and to provide electrical
contact to the terminals of the thermometers. An additional
custom flanged copper block is internally bored by a 4 mm hole
to allow for evacuation and filling of the experimental vessel
with the test gas.

Around the experimental vessel, a larger (i.d. 250 mm)
vacuum-tight cylindrical copper vessel equipped with the same
number and type of hydraulic- and electrical-feedthroughs
detailed above, serves as a thermal switch stage, which favors
or minimizes heat transmission between the PTC and the

4
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Figure 4. (Left) 3D sketch of the different parts and stages comprising the cryostat used in this work. (Right) picture showing details of the
experimental vessel and the thermal switch and radiation shield top flanges. Text labels and arrows point at the position of four Cernox R©

temperature sensors with (C1–C4) used to evaluate the temperature distribution along the gas line and PID control the temperature of the
experiment. Isothermal vertical copper sections and isobaric horizontal spiraling ss sections of the gas line are indicated by red and light blue
labels and arrows respectively.

experimental vessel. The thermal switch is filled with gas, at
a pressure in the order of 100 Pa, to speed up large desired
changes of the temperature experimental set-point, while it
is evacuated to enhance thermal stability of the experimental
vessel during normal operation, i.e. for microwave data record-
ing. Thermal contact between the 2nd stage of the PTC and
the outer flange of the thermal switch is provided by a set of
cylindrical copper posts and rectangular plates to attain vertical
and radial clearance for feedthroughs, connectors and thermal
anchoring of cables and tubing. The next outer surrounding
stage is a cylindrical copper enclosure (i.d. 320 mm) which
serves as a radiation shield to minimize heat losses between
the 1st stage of the PTC and the thermal switch on one side, and
the ambient temperature surrounding tank on the other side.
An effective thermal link between the radiation shield and the
PTC is provided by a set of copper posts and plates similar to
those installed on the thermal switch.

Finally, all the elements and parts described above are con-
tained by a ss vacuum-tight cylindrical tank (i.d. 500 mm,
500 mm deep) fit with several welded trunk ConFlat R© flanges

used to feedthrough experimental signals, gas inlet and out-
let flows and to connect electrical heaters and auxiliary tem-
perature sensors distributed along the cryostat. In addition
to the solid shield described above, Mylar foil was used to
reduce radiation heat losses between the different stages com-
prising the cryostat. The main and secondary flanges on both
the experimental and thermal switch vessels were sealed for
vacuum and pressure-tightness using indium wire.

The complete assembled system was tested for vacuum
tightness, using a He leak detector, and cooling performance
in the course of 2017 reaching a minimum temperature on the
2nd stage of the PTC of 3.2 K. In January 2018, the microwave
resonator was mounted within the experimental vessel. The
additional heat losses introduced by cables and gas tubes lim-
ited the minimum operating temperature of the apparatus to
about 9 K.

In the range between 13 K and 161 K, the working tem-
perature of the experimental vessel was set by supplying
electrical power from a 200 W programmable DC source,
Keysight E3634A, to a 85 Ω Kapton thermofoil heater in
contact with the external cylindrical body of the vessel. Fine

5
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Figure 5. (Left plot) Temperature stability, measured by a platinum resistance thermometer in contact with the microwave cavity when filled
with He at 250 kPa and regulated by PID control near 25 K. (Right plot) pressure stability achieved by PID control of the pressure in the
same experimental conditions.

regulation of the heating power was driven by a propor-
tional–integral–derivative (PID) algorithm. Figure 5 shows
the long-term stability, better than 0.05 mK, achieved by the
PID control of the resonator temperature when it is maintained
near 25 K with the experimental vessel filled at 250 kPa and
the thermal switch evacuated. An auxiliary 470 Ω thermofoil
heater in contact with the thermal switch vessel provided the
additional power needed to thermostat the experiment near
273.16 K for the determination of κeff discussed in section 4.2.
A set of four calibrated Cernox R© thin film resistance temper-
ature sensors was deployed in the cryostat; one of those, con-
tacting the top flange of the experimental vessel was used to
PID control the temperature of the experiment; the remainders,
placed along the line driving gas between the ambient and the
resonator, were used to estimate the temperature differences
needed to evaluate the hydrostatic head correction of the gas
pressure discussed in the following section. The resistance of
the Cernox R© sensors was measured using a digital Keithley
2002 multimeter, whose specifications amply suit the need for
an accurate evaluation of the head correction.

2.3. Pressure measurement and control—gas purity

The gas handling system used in this work (figure 6) is
comprised by two main parts: a manifold assembled in the
laboratory environment; a gas line, resulting by the junction
of several copper and ss sections, embedded in the cryostat,
which connects the external manifold to the internal volume
of the experimental vessel.

In operation, the pressure in the manifold is measured using
two quartz sensors with full-scale ranges of 207 kPa (Paro-
scientific 745-30A) and 690 kPa (Paroscientific 745-100A)
respectively. In reason of its lower range, the former trans-
ducer enhances precision and repeatability; however, it must
be manually isolated from the manifold when the experimental
pressure is set above 200 kPa. In order to enhance the preci-
sion and stability of the experimental pressure (see figure 5),

which would otherwise be affected by fluctuations of the ambi-
ent temperature of the laboratory, gas was continuously flown
through the manifold at the rate of 10 sccm, set constant by
a mass-flow controller, while the pressure reading from the
quartz transducer regulated the variable opening of a solenoid
electrically actuated valve, MKS 0248AC-00500SV, based on
a PID algorithm. The gas line within the cryostat is set on a
dead-end branch of the manifold and the exchange of gas with
the rest of the manifold ineffectively takes place only by ther-
mal diffusion. The gas line itself (figure 6) is composed by the
alternate junction of three horizontal isobaric 1/8-inch ss seg-
ments, 1 m to 2 m long, to custom-machined flanged isother-
mal copper posts whose combination vertically develops to
cover the total height difference between the resonator and the
top of the vacuum tank. These posts are internally bored by
4 mm diameter ducts and heat-sunk to the experimental vessel
and the two cooling stages of the cryostat. This system simpli-
fies the calculation of the pressure correction accounting for
the aerostatic weight of the gas column, as first suggested by
Astrov et al [16] and recently discussed by Pan et al [17]. In
our working conditions the pressure correction spans between
a minimum of 5.1 Pa when He fills the apparatus at 80 kPa,
161 K, which is relatively equivalent to 63 ppm, and a maxi-
mum of 50.4 Pa at 280 kPa, 54.3 K or equivalently 180 ppm
when Ne fills the apparatus.

After completing the recording of microwave data at each
pressure point along an isotherm, the gas line of the cryostat
was manually isolated and the quartz transducers calibrated
by comparison with the more accurate pressure standard pro-
vided by a pressure balance (DHI/Fluke PG7601). The balance
is equipped with an automatic mass handling system and oper-
ated in absolute mode, with the bell jar evacuated to avoid the
need and the additional uncertainty of a buoyancy correction.
The value of the effective area Aeff,0 = (1.961 160 ± 0.000
011) × 10−4 m2 of the piston-cylinder assembly (PG1606),
which is equivalent to a relative standard uncertainty of

6
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Figure 6. Diagram of gas manifold used to regulate and measure pressure in the RIGT apparatus. Light-blue color delimits the portion of
the manifold kept under continuous flow to precisely control the pressure. Temperature measurements T1 to T4, at different locations along
the cryostat, were used to calculate a hydrostatic pressure correction based on the extension, h1 to h4, of vertical isothermal copper tube
sections connected by horizontal isobaric, p1 to p4, ss tube sections.

5.5 ppm, and the values of the mass set installed on the bal-
ance were calibrated and communicated by the manufacturer.
The value of the local gravity at INRiM campus was assumed
to be (9.805 340 ± 0.000 002) m s−2 from a previous reported
assessment [18]. All these assumptions lead to an overall rel-
ative uncertainty of the pressures reproduced by the piston
gauge ranging between a maximum of 18 ppm at 34 kPa and
a minimum of 11 ppm at 1871.2 kPa.

Nominally 99.9999% (6.0) pure He and 99.999% (5.0)
pure Ne, as specified by the manufacturers, were used in this
work. Further reduction to low parts per billion (ppb) lev-
els of the most common, chemically reactive, possible resid-
ual impurities, including O2, H2O, CO, CO2, H2, CH4 and
N2 was achieved by flowing through an SAES PS2 GC50
heated getter. In principle, contamination from trace amounts
of inert gases different from that under test, which would not
removed by the getter, is possible. Unfortunately, dedicated
mass-spectrometric analyses for the samples used in this work
were not available. However, based on the results of these anal-
yses for the same type of He and Ne sources used in this work
[8, 9, 19], the additional uncertainty contribution of plausi-
ble amounts of trace contaminants to our determinations of T
is well below the 1 ppm level and, as such, negligible in the
present uncertainty context. The possible contamination of Ne
from traces and virtual leaks of He remaining in the apparatus
after the conclusion of measurements with this test gas causes
more concern. The remarkable agreement of the RIGT results
obtained with both He and Ne is indeed reassuring with regard
to this issue.

2.4. Microwave measurements and perturbation model

The resonance frequencies appearing in equation (1) were
experimentally estimated by recording and fitting microwave
data for 6 different electromagnetic modes, namely TM11,
TM12, TM13, TE12, TE13, TE14. With a few exceptions dis-
cussed below, these measurements employed ordinary instru-
mentation, procedures and statistical tools as previously used
at INRiM for precise primary gas thermometry with spherical
resonators [19, 20]. Basically, in this work these require the
coaxial cable connection of the two ports of a vector network
analyzer (VNA), Agilent E5071C, to a couple of ‘L’ shaped
antennas slightly protruding (by a few millimeters) within the
microwave cavity. The cables (0.085′ o.d.) are routed across
the hermetic seals of the vacuum tank, the thermal switch
and the experimental vessel by SMA feedtroughs welded to
ss flanges at each stage. In order to enhance the S/N ratio of
the microwave signal, otherwise depleted by the absorption
loss due to the relevant total length of the cables, a microwave
amplifier (Mini circuits mod ZX60-14012L) with a gain of
12 dB was inserted close to the receiving port of the VNA,
as first suggested in [21]. With this arrangement, coupling
of our antennas to the electromagnetic field within the cav-
ity was found to be much more effective for TM modes than
for TE modes, with a resulting relative fitting precision vary-
ing between a few parts in 1010 for TM modes to several parts
in 108 for TE modes. Such a relevant difference in precision
made the TE modes much less weightful for the determina-
tion of the refractive index and their data were not used for the

7
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Figure 7. Relative differences of frequency ratios calculated from three TM modes from their mean upon correction using equation (10) at
13.8 K (left plot) and 83.8 K (right plot).

determination of the thermodynamic temperatures discussed
in section 5. The figures of merit reported above were obtained
by setting the output power of the VNA to +10 dBm or, equiv-
alently, 10 mW. At 25 K in vacuum, a reduction of the output
power of the VNA by a factor of three, from +10 dBm to
+5 dBm (eq. to 3.2 mW), decreased the temperature of the
cavity by approximately 4 mK. However, this change had no
appreciable effect (relatively less than 1 part in 109) on the
mode frequencies when these were corrected to account for
the decreased dimensions of the cavity using a coarse estimate
of the thermal expansion coefficient of copper. The same test
was later repeated at 25 K, with the cavity filled with He at
a pressure of 80 kPa, showing that the thermal gradient esti-
mated by the readings of two capsule-type standard platinum
resistance thermometers (cSPRTs) remained unaltered, within
200 μK, by the reduction in microwave power.

In principle, the accurate determination of the refrac-
tive index n from the vacuum/pressure frequency ratios
〈 f m(0, T)〉/〈 f m(p, T)〉 in equation (1) requires that the frequen-
cies would be preliminarily corrected to account for perturbing
physical effects. Of these, that caused by the finite penetration
depth of the electric field within the cavity metal wall, briefly
referred to as skin effect, is the mostly relevant. In this work,
the correction is accounted for by the addition to the aver-
age fitted experimental resonance frequency 〈 f m

exp( p, T)〉 of
each mode m of a corresponding calculated halfwidth gm(p, T)
based on the estimate of the electrical resistivity of the internal
surface of the copper cavity ρCu determined from the average
fitted halfwidth of mode TM11

fm (p, T) = 〈 fm
exp (p, T)〉+ gm (p, T) . (10)

The particular choice of mode TM11 was driven by the
observation that among the set of investigated modes, at all
temperatures, it provides the lowest value of ρCu. This was
found to vary between 1.24 nΩ m at 9 K and 16.4 nΩ m at
273 K with a resulting residual resistivity ratio RRR ∼ 13.

These values of ρCu do only slightly differ (by at most
7%) from those reported for oxygen-free high-conductivity
(OFHC) copper, having a comparable RRR, in the same tem-
perature range [22, 23]. The corresponding quality factor of the
resonances varied between a minimum of 4.0 × 104 for mode
TM11 at 161.4 K and 2.7 × 105 for mode TE14 at 13.8 K.

The simple correction model of equation (10) assumes that
the resistive and reactive components of the microwave sur-
face impedance of copper are equal, and does not account
for the complications introduced by the anomalous skin effect
taking place at low temperature and high frequency [24]. Evi-
dence of these anomalies was revealed by the systematic fre-
quency dependence of ρCu estimated from various modes. For
instance, at 13.8 K ρCu estimated from 〈gTM11〉 at 2.6 GHz is
found relatively lower by 40% than ρCu estimated from 〈gTE14〉
at 13.4 GHz; the relative difference decreases with increasing
temperature to 12% at 83 K and to less than 3% at 161 K. In
spite of these anomalies, the relative dispersion of the ratios
f m(0, T)/f m(p, T) determined for different modes by the sim-
ple correction model of equation (10) is extremely small, at the
level of ±3 parts in 109 (ppb) for the more precise TM modes
(see figure 7).

Also, the consequences of any alternative correction to
account for skin effect perturbations from that represented by
equation (10) would have minor consequences. In fact, as evi-
denced in figure 8, even without correction of the experimental
frequencies, the resulting change in the estimated frequency
ratios f m(0, T)/f m(p, T) would be relatively less than 3 ppb
in the worst case and thus irrelevant given the present uncer-
tainty context. The same is true if the experimental halfwidths
〈gm

exp(p, T)〉 of each mode are used in equation (10) instead of
the gm(p, T) based on the resistivity estimate from mode TM11
only.

Models and experimental verifications are also available to
account for the perturbing effect of waveguides and holes [25],

8
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Figure 8. (Left) Relative differences between frequency ratios of TM and TE modes at 13.8 K corrected for skin effect using equation (10)
or alternatively uncorrected. (Right) Relative differences between frequency ratios of TM and TE modes at 161 K corrected for skin effect
using equation (10) or alternatively by using the experimentally fitted halfwidth of each mode.

Figure 9. Geometrical shape factors ε1 (left plot) and ε2 (right plot) which define the deviation of the internal geometrical shape of the
resonator from that of a perfect sphere. The small recorded variation of these parameters as a function of pressure up to 370 kPa for two test
temperatures at 25 K and 83 K indicate that geometrical corrections for the microwave eigenfrequencies recorded in this work can be safely
neglected in the simple correction model described by equation (10).

with predicted corrections which are considerably smaller
than those due to the finite resistivity of the surface and do
not depend on pressure. As such, they were not considered
in this work due to their irrelevance for the evaluation of
f m(0, T)/f m(p, T). To check that this is also the case for the
geometrical perturbations induced by possible changes of the
resonator shape as a function of pressure, we examined the
variation of the shape parameters ε1 and ε2 determined from
the relative dispersion of the single components within each
degenerate mode. In good agreement with the designed speci-
fications for manufacturing we found ε1 ∼ 2ε2 ∼ 1.08 × 10−3.
The pressure variations of these parameters, displayed in
figure 9 for 25 K and 83 K and pressures up to 380 kPa,
resulted less than 1.5 × 10−7. The pressure variation of the
corresponding geometrical corrections to the mode eigenfre-
quencies, which can be calculated using the perturbative model

elaborated by Mehl [26], are so small that the effect of
their inclusion in the simple correction model described by
equation (10) and their effect on the determination of the ratios
f m(0, T)/f m(p, T) would be irrelevant.

3. Determination of T90

The International Temperature Scale of 1990 (ITS-90) [27]
approximation T90 of the thermodynamic temperature of the
gas was inferred from the resistance of two calibrated cSPRTs
(Chino mod. R800-0) placed in thermal contact with the
microwave cavity. The cSPRTs with serial numbers RS144-
01 and RS158-04 were respectively located at the top and
bottom end of the cavity (see figure 3). Two rhodium–iron
resistance thermometers (RIRTs) were also calibrated and
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Table 2. R90(T90) values resulting from the calibration of two cSPRTs in 2018 and 2020, before and after RIGT measurements, and
variations of resistance ΔR20−18 = (R90,2020 − R90,2018) and of the corresponding temperatures ΔT20−18. The uncertainty u(T90) values is the
combined standard uncertainty (k = 1) of a single fixed-point calibration of a single cSPRT [28]. The typical sensitivity factors dT /dR are
those discussed in [33].

Triple
point T90 (K)

u(T90)
(mK)

dT /dR
(K Ω−1)

RS144-01 RS158-04

R90,2018

(Ω)
R90,2020

(Ω)
ΔR20−18

(mΩ)
ΔT20−18

(mK) R90,2018 (Ω) R90,2020 (Ω)
ΔR20−18

(mΩ)
ΔT20−18

(mK)

e-H2 13.8033 0.10 166.2 0.037 9100 0.037 9478 0.038 6.30 0.028 6141 0.028 6336 0.019 3.24
Ne 24.5561 0.07 32.6 0.220 8451 0.220 8659 0.021 0.68 0.213 3557 0.213 3633 0.008 0.25
O2 54.3584 0.06 10.2 2.311 5515 2.311 5975 0.046 0.47 2.334 2272 2.334 2587 0.031 0.32
Ar 83.8058 0.05 9.2 5.428 9764 5.429 0109 0.034 0.32 5.496 4110 5.496 4435 0.032 0.30
Hg 234.3156 0.06 9.9 21.208 149 21.208 199 0.050 0.50 21.500 756 21.500 894 0.137 1.36
TPW 273.1600 0.03 10.0 25.122 533 25.122 709 0.176 1.76 25.470 982 25.471 223 0.241 2.41

Table 3. W90(T90) values resulting from the calibration of two cSPRTs in 2018 and 2020, before and after RIGT measurements, and
variations of resistance ratio ΔW20−18 = (W90,2020 − W90,2018) and of the corresponding temperatures ΔT20−18. The uncertainty u(T90)
values is the combined standard uncertainty (k = 1) of a single fixed-point calibration of a single cSPRT [28]. The typical sensitivity factors
dT /dW (T90) are those discussed in [33].

Triple
point T90 (K)

u(T90)
(mK)

dT /dW
(K)

RS144-01 RS158-04

W90,2018 W90,2020 ΔW20−18

ΔT20−18

(mK) W90,2018 W90,2020 ΔW20−18

ΔT20−18

(mK)

e-H2 13.8033 0.10 4155 0.001 5090 0.001 5105 0.000 0015 6.22 0.001 1234 0.001 1242 0.000 0008 3.13
Ne 24.5561 0.07 815 0.008 7907 0.008 7915 0.000 0008 0.62 0.008 3764 0.008 3766 0.000 0002 0.18
O2 54.3584 0.06 256.2 0.092 0111 0.092 0123 0.000 0012 0.30 0.091 6426 0.091 6430 0.000 0004 0.09
Ar 83.8058 0.05 230.3 0.216 0999 0.216 0997 −0.000 0001 −0.03 0.215 7911 0.215 7903 -0.000 0008 −0.18
Hg 234.3156 0.06 247.7 0.844 1883 0.844 1844 −0.000 0039 −0.97 0.844 1275 0.844 1249 -0.000 0026 −0.64

initially installed on the cavity, intended to provide a more pre-
cise temperature reference at 13.5 K. Unfortunately, a faulty
electrical wiring of one RIRT prevented its use as scheduled,
and the estimate of T90 was necessarily based on the read-
ings of the two cSPRTs over the entire range of temperatures
(13.5 K to 273.16 K) explored in this work.

3.1. Calibration of capsule-type thermometers

Both cSPRTs were calibrated in 2018 and in 2020, with
slightly different procedures, before and after the RIGT
measurements which took place in 2019 over the course of
nearly one year. The reader is referred to [28] for a detailed
account of the apparatus and the calibration procedures
available at INRiM for the realization of ITS-90 between 13 K
and 273 K. Both the 2018 and the 2020 calibration procedures
involved the direct realization of the triple points of neon
(T90 = 24.5561 K), oxygen (T90 = 54.3584 K) and argon
(T90 = 83.8058 K) in an adiabatic cryostat with the
calorimetric method [29], and the insertion of the
cSPRTs into the standard cells for the realization of the
triple points of mercury (T90 = 234.3156 K) and water
(T90 = 273.1600 K) realized using the continuous heating
method [30, 31]. In order to fit the capsule thermometers
into the water and mercury standard sealed cells, which
are conceived for the calibration of long-stem SPRTs, suit-
able custom adapters designed at INRiM were used. The
adapters, comprised by two mountable sections of ss tube for
a total length of approximately 600 mm, internally embed

miniature four-wire connectors and soldering terminals. The
front tip of the adapters, to enhance thermal contact with
the housed cSPRT, is a 45 mm long OFHC copper jacket.
Upon assembly, the adapters are filled with air and are sealed
by Viton O-rings to avoid infiltration from the liquid in the
well of the fixed point cells. The triple point of equilibrium
hydrogen (T90 = 13.8033 K) was directly realized only for the
2020 calibration, while in 2018 the cSPRTs were calibrated
near 13.8 K by comparison with the wire scale maintained by
a national standard reference (RIRT 232324). This alternative
procedure was necessary in 2018 due to the limited operating
range of the cryocooler serving direct realization of the
cryogenic fixed points.

The calibration results are summarized in tables 2 and 3,
which respectively list the thermometer resistances R90, evalu-
ated by the direct realization of each fixed point, and the corre-
sponding W90(T90) values. We remark that all the R90 in table 2
were obtained from original calibration data upon applying the
corrections needed to account for the isotopic content of the
standard sealed cells, as established in the Technical Annex for
the ITS-90 of the Mise en pratique for the definition of the
kelvin [32], and those due to the hydrostatic pressure within
the fixed-point cell. Also, the tabulated R90 values were previ-
ously extrapolated to zero current and, where applicable, refer
to a melted fraction F = 1.

With the exception of the measurements recorded near
161 K, all the other RIGT determinations of the thermo-
dynamic temperature reported in this work are based on
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Table 4. Budget of relevant uncertainty contributions to the determination of T90.

T90 (K) 13.8033 24.5561 54.3584 83.8058 161.4060 54.3584 83.8058 161.4060
Thermometric gas He Ne

Uncertainty source Standard uncertainty u(T90) (mK)
Calibration uncertainty 0.78 0.07 0.06 0.05 0.23 0.06 0.05 0.23
Resistance measurements 0.08 0.06 0.04 0.02 0.01 0.04 0.02 0.01
Thermal gradient across resonator 0.44 0.08 0.10 0.22 0.57 0.06 0.14 0.19
Thermometers’ drifts 1.38 0.13 0.11 0.09 0.08 0.11 0.09 0.08
Combined u(T90) (mK) 1.65 0.18 0.17 0.24 0.62 0.14 0.17 0.31

microwave measurements recorded in the proximity of a fixed
point, and the corresponding estimates of T90 were obtained
using the R90 values in table 2. For these estimates, the typ-
ical [33] sensitivity factors dT/dR listed in the same table 2
were used to account for the small differences between the
experimental and the calibration values of T90. At 161 K, the
same procedure was not possible because the Xe cell previ-
ously constructed and characterized at INRiM [34] was not
available, and the T90 estimate was necessarily based on the
W90(T90) data reported in table 3 which were used to calcu-
late the calibration coefficients of the deviation function (12)
in [27] defined for the subrange 3.3.1.1, i.e. between the triple
point of neon and the triple point of water (TPW).

From the data in tables 2 and 3, the comparison of the results
of the 2018 and 2020 calibrations can be used to assess the sta-
bility of the thermometers and the overall combined effects of
thermal cycling, transfer and handling back and forth between
the calibration and measuring laboratories over a time span of
three years.

From such a comparison, relevant changes are evident at
13.8 K with an increase of the resistances of RS144-01 and
RS158-04 respectively equivalent to 6.3 mK and 3.2 mK. In
addition to drifts resulting from thermal cycling and handling,
these large variations may be partially attributed to the dif-
ferent calibration procedures used in 2018 and 2020, i.e. the
comparison with a RIRT previously calibrated against an inter-
polating constant-volume gas thermometer in 2018 and the
direct realization of the triple point of equilibrium hydrogen
in 2020, with the former calibration having a larger uncer-
tainty and the latter being possibly affected by thermal leak-
ages which can affect the quality of the realized fixed points’
plateaux. Also, the observed variations of the cSPRTs resis-
tances near the TPW were found to be relevant, equivalent to
as much as 2.4 mK for RS158-04. For all the other fixed points
and temperatures in the range between 25 K and 161 K, the
temperature equivalent stability of the cSPRTs was better than
0.7 mK for RS144-01 and 0.3 mK for RS158-04. Given these
observations, the evaluation of the T90 temperatures for this
work was obtained by the arithmetic mean of the 2018 and
2020 calibrations results for each cSPRT, and a specific uncer-
tainty contribution, dubbed ‘cSPRTs drifts’ was included in the
overall uncertainty budget of T90 discussed in section 3.3 and
listed in table 4. This contribution was calculated assuming
a rectangular distribution bounded by the maximum observed
variation, between 2018 and 2020, of the resistances R90 of
each cSPRT.

3.2. Thermometry and thermal gradients of RIGT apparatus

When mounted inside the cryostat employed for RIGT mea-
surements (see figure 4), the electrical resistances of the
cSPRTs were determined using an AC resistance bridge (Auto-
matic Systems Laboratories, mod. F18) by measuring their
ratio to the resistance of a thermostatted standard reference
Rs (Tinsley mod. 5685A) chosen within a set comprising of
1 Ω, 10 Ω and 25 Ω nominal values, respectively used for
the measurements at 13.8033 K and 24.5561 K, 54.3584 K
and 83.8058 K, and 161.4060 K. An accurate estimate of the
resistance of these reference standards, as needed for the deter-
mination of the cSPRTs resistance and therefrom T90, was
obtained by measuring their ratio, using the AC bridge, to a
10 Ω transfer standard of the same type previously calibrated
with uncertainty in the order of 1 ppm by ratio comparison to a
national primary standard maintained by the electrical metrol-
ogy group of INRiM. The AC current I supplied by the bridge
to the cSPRTs was set equal to: 1 mA for measurements per-
formed at temperatures above the triple point of O2; 2 mA for
measurements near the Ne triple point; 5 mA for measure-
ments at the e-H2 triple point. For each RIGT measurement
isotherm, the self-heating of both cSPRTs was evaluated, both
in vacuum and with gas in the experimental vessel, by repeated
measurements at I mA and I

√
2 mA, followed by extrapolation

to zero current.
As mentioned in the previous section, for all RIGT mea-

surements other than those made near 161 K, the zero current
resistance R of each cSPRTs was compared with the corre-
sponding R90 measured during a nearby fixed point calibration.
The resulting (R − R90) differences, typically less than 20 mK,
were multiplied by the sensitivity factor dT/dR in table 2, and
finally added to the exact reference value T90 of the fixed point.
For measurements around 161 K, T90 was instead obtained
from the reference and deviation functions of ITS-90, for the
subrange ‘3.3.1.1’, defined by the W90 values listed in table 3.

In order to associate a single estimate of T90 from the read-
ings of two cSPRTs, their mean was calculated for each RIGT
measurement point. In doing so, any statistically relevant dif-
ference between the two cSPRTs indicates the presence of a
thermal gradient across the experiment and must be accounted
for as an additional uncertainty contribution. This is listed as
thermal gradient in table 4 and evaluated assuming a rectangu-
lar distribution bounded by the two different cSPRTs readings.
As shown in figures 3 and 4, the cSPRT dubbed RS144-01
is located in the top end of the cavity and thus closer than
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RS158-04 to the 2nd stage of the cryocooler, which is sup-
posed to reach the lowest temperature when the apparatus
is in operation. Therefore, a negative temperature gradient
ΔT = (T90,144 − T90,158) was generally expected. This expec-
tation was confirmed with sporadic exceptions for measure-
ments performed in vacuum. The values of ΔT were found to
vary depending on T90, and more slightly, depending on the
thermometric gas (He or Ne) and the calibration data set con-
sidered (2018 or 2020). In both helium and neon, ΔT was the
largest for measurements near 161 K, with ΔT ∼−2.8 mK and
ΔT ∼−0.8 mK respectively.ΔT further increased to as much
as−26 mK at 273 K when gas was filling the apparatus, though
it was only −1 mK when the apparatus was evacuated at the
same temperature. These observations indicate that large neg-
ative thermal gradients set up in the apparatus by heat con-
duction, through the gas, from the electrical heaters used to
contrast the cooling power of the cryocooler. Between 83 K
and 25 K, the amplitude of ΔT decreased from −0.8 mK
to −0.3 mK. At 14 K, the thermal gradient was as large as
ΔT ∼ −1.5 mK with a corresponding relevant contribution to
the uncertainty of the determination of T90.

3.3. T90 uncertainty budget

The uncertainty budget for the determinations of T90 is sum-
marized in table 4, where the most relevant sources and
contributions are listed for each RIGT measurement ref-
erence temperature. A more detailed, commented uncer-
tainty budget is available in the electronic supplement
(https://stacks.iop.org/MET/17/025008/mmedia).

For clarity and brevity, a single entry in the first row of
table 4, dubbed calibration uncertainty is used to report the
combined uncertainty from a large number of sources which
contributed to the 2018 and 2020 calibration of the cSPRTs.
These contributions include the uncertainty of the realization
of fixed points or ITS-90 at INRiM and the resistance mea-
surements in the calibration laboratory. The larger contribu-
tion affecting the measurements at 13.8 K with He reflects the
larger uncertainty of the 2018 calibration realized by compari-
son with the wire scale maintained by a reference RIRT. Also,
for measurements near 161 K in both He and Ne, where the
calibration involves the reference and deviation functions of
ITS-90, uncertainty includes propagation from the calibration
fixed points and type 1 and type 3 non-uniqueness [35, 36]. For
the other RIGT measurements at temperatures near the triple
points of neon, oxygen and argon, the calibration uncertainty
is in the order of 0.1 mK.

The uncertainty contribution in row 2 of table 4 refers to
the additional uncertainty of resistance measurements taking
place in the RIGT laboratory. This is always less than 0.1 mK
and is included in table 4 for completeness.

The entries in row 3 of table 4 account for the thermal gradi-
entΔT resulting from the different readings of the two cSPRTs
installed on the resonator, which was found to be particularly
relevant at 13.8 K and 161 K, as commented in the previous
section. The corresponding uncertainty contributions assume
a rectangular distribution and were estimated as ΔT/(2√3).

The last relevant contribution to the combined uncertainty
of T90, previously discussed in section 3.1 and reported as
‘thermometers’ drifts’ in table 4, accounts for the conse-
quences of applying, for the evaluation of T90, the results of
the 2018 calibration accomplished before starting the RIGT
measurements or, alternatively, the results of the calibration
carried out in 2020 after their conclusion. This contribution
dominates the combined uncertainty of T90 and therefore that
of our determination of (T − T90) at 13.8 K. Again, the cor-
responding uncertainty contributions listed in table 4 assume
a rectangular distribution spanning the variation of T90 caused
by the alternative application of the 2018 and 2020 calibration
results.

4. Determination of the effective isothermal
compressibility of the resonator as a function of
temperature

In this section we discuss the methods, procedures and results
upon which is based our determination of the effective com-
pressibility κeff appearing in equations (1) and (6) to account
for the elastic distortion of the microwave resonator under
pressure. As the name states, κeff is an effective quantity
defined by the elastic response of the resonator being a com-
posite object rather than a property of the material (copper) by
which it is constructed.

In the approach followed here, an estimate of the effective
isothermal compressibility κT,eff at the reference temperature
of 273.16 K was obtained by microwave measurements in He
with a procedure similar to that used for RIGT (section 4.2),
while the temperature dependence κT,eff(T ) over the whole
range of interest for this work was obtained by an extrapo-
lation procedure previously described and discussed in [37].
This procedure exploits the fundamental relation between the
temperature dependence of the adiabatic compressibility κs

and the change in volume V with temperature T, as firstly
expressed by Grüneisen in 1912 [38]:

κS(T)
κS(T0)

=

(
V(T)
V(T0)

)δ

, (11)

where T0 is a reference temperature, and δ is the so-called
Anderson–Grüneisen parameter, which is set to be constant as
a basic assumption of the model [38]. Recently, it was shown
that this assumption is sufficiently fulfilled down to cryogenic
temperatures for the literature data of copper [37]. Conse-
quently, if a determination of δ around room temperature is
available, it can be used for the sake of a reliable extrapolation
of κs(T0) to low temperature using equation (11). In this work,
the determination of δ is based on RUS estimates of the bulk
modulus of several copper samples (section 4.3). We remark
that equation (11) holds for the adiabatic compressibility κS,
while in RIGT the isothermal compressibility κT is needed.
The link between these properties is given by a fundamental
thermodynamic relation [38]

κT(T) = κS(T) (1 + γαVT) , (12)

with
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γ = αV/
(
κScpρ

)
, (13)

where γ is called Grüneisen parameter, αV is the volumet-
ric thermal expansion coefficient, cp the specific heat capac-
ity at constant pressure, and ρ is the density. A combination
of equations (11) and (12) at the reference temperature at
273.16 K leads to:

κT(T) = κS(273.16 K)

(
a(T)

a(273.16 K)

)3δ

(1 + γαVT), (14)

where a(T ) is the internal radius of the microwave resonator
at temperature T. At this point, a link between the properties
of the material and the properties of the measuring artefact
has been established because the determination of the cavity
radius as a function of temperature, and therefrom the determi-
nation of αV can be performed in situ via microwave measure-
ment of the vacuum resonance frequencies (see section 4.1).
Finally, the effective compressibility of the resonator κT,eff(T )
is obtained by the effective compressibility κT,eff(273.16 K)
previously converted to κS,eff(273.16 K) using equation (12).
This leads to the final expression:

κT,eff(T) = κS,eff(273.16 K)

(
a(T)

a(273.16 K)

)3δ

(1 + γαVT).

(15)
With the procedure described above, the specific compress-

ibility of the artefact is obtained.

4.1. Determination of the thermal expansion of the
microwave cavity

The fractional variation of the resonator radius as a func-
tion of temperature under vacuum conditions can be evaluated
directly from microwave resonance frequency measurements
to provide an estimate of the effective linear thermal expan-
sion coefficient of the copper cavity αL(T ). For this pur-
pose, in the experiments described here, two different analysis
techniques, dubbed ‘local’ and ‘global’, were applied. The
‘local’ procedure consists in recording n successive temper-
atures and microwave frequencies {(Tn, 〈 fm〉n)} data pairs
while the system—under vacuum—is slowly approaching the
nominal temperature of each isotherm T iso, i.e. one of T90

cryogenic fixed points under examination. The average reso-
nance frequency of each mode at thermal equilibrium 〈 f m〉ref is
selected as a reference value and the points {(Tn − T iso, 〈 fm〉n/
〈 fm〉ref )} are fitted with a polynomial function a0 + a1

(T − T iso) + a2(T − T iso)2. The inclusion of a second order
term is only necessary if the fit residuals show a systematic
variation with T, indicating a relevant variation of temperature
during thermalization. The absolute value of the fitted param-
eter a1, with its uncertainty, is assumed as an estimate of αL

at the temperature T iso. To speed up the data acquisition, only
the frequencies of the TM11 and TM12 modes are used for
this calculation. Since the temperature of the cavity fluctu-
ates slightly around T iso during ‘isotherm’ data acquisitions,
due to imperfections in the temperature control system, local
values ofαL are used to correct single experimental modes fre-
quencies values at the nominal T90 temperature of the actual
isotherm.

The ‘global’ procedure for the determination of the
volume thermal expansion coefficient at zero pressure
αV(T ) = 3αL(T ) aims at assessing a functional form for
the representation of this parameter over the wide tempera-
ture range comprised between 9 K and 290 K, as necessary
for the evaluation of the volume compressibility coefficient
discussed above. The experimental vessel was initially thor-
oughly evacuated at 161 K, then the heaters were turned off and
the cryostat allowed to reach the minimum operating temper-
ature around 9 K. The data acquisition software and hardware
were switched to a ‘fast mode’ configuration, with a new tem-
perature reading from a single thermometer (RS158) available
every 60 s and resonance data collected only for TM11 mode.
The cryostat was then switched off, and paired temperature
and frequency values {(Tn, 〈 f m〉n)} collected while the system
was reverting towards ambient temperature at a mean rate of
40 mK per minute. The resulting dataset {(Tn, −ln(〈 f m〉n))}
was fitted with a twelfth order polynomial function

∑12
l=0 alTl

over the whole temperature range, finding that the experimen-
tal TM11 frequency as a function of T differed from the fitted
curve less than 0.08 ppm. The first derivative with respect to T
of this polynomial provides an estimate of the aimed function
αL(T ) with an estimated overall relative uncertainty of 3%.

4.2. Determination of κT,eff(T) by microwave measurements
in He at 273.16 K

By definition, at the TPW the thermodynamic temperature T
and the temperature T90 = 273.16 K can be assumed to be
equal within the low relative uncertainty (3.7 × 10−7) of the
CODATA 2017 adjusted value of the Boltzmann constant k.
With this premise, equation (1) can be rearranged as

n (p, T90 = 273.16 K)
〈 fm (p, T90 = 273.16 K)〉
〈 fm (0, T90 = 273.16 K)〉

=
(
1 + κT,eff p

)
,

(16)

where 〈 f m(p, T90 = 273.16 K)〉 are the microwave frequen-
cies acquired at the TPW temperature. Equation (16) indicates
that an estimate of κT,eff(273.16 K) can be obtained from a lin-
ear fit, if the refractive index of the gas is accurately known
as a function of pressure at T90 = 273.16 K. This is in fact
the case for helium, given the accuracy of the ab initio calcu-
lation of n(p, T), as discussed in section 5. We remark that at
273 K the performance of the apparatus, in terms of temper-
ature stability and uniformity and accessible density working
range, was inferior to that achieved at lower temperatures. For
example, the thermal gradient across the cavity indicated by
the cSPRTs was as large as 26 mK and the maximum working
pressure was limited to 500 kPa due to the characteristics of the
experimental vessel. In spite of these limitations, microwave
measurements in He at 13 pressures in the range between
60 kPa and 500 kPa were recorded at temperatures near
the TPW. To assess a possible hysteretic component in the
deformation of the resonator under pressure, measurements
at each pressure along the isotherm were repeated twice, first
by increasing the pressure from vacuum up to 500 kPa and
then, in reverse order, decreasing the pressure along the same
sequence. A comparison of the microwave frequencies in
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Figure 10. Relative deviations of the refractive index data scaled by
microwave frequency ratios in equation (17) from a fitted linear
model as a function of pressure. The lines connecting the points
serve as a guideline for the eye. The intercept at p = 0 was adapted
to the data by the fit procedure. The fitted slope provides an estimate
of the effective isothermal compressibility κT,eff of the resonator at
273.16 K.

vacuum recorded at the start and at the end of the sequence
showed their consistency at the level of a few ppb.

Among the various mathematical combinations of the raw
microwave data which may be used for the estimate of
κT,eff(273.16 K), the following{(

pj, n
(

pj, 273.16 K
) 〈 fm

(
pj, 273.16 K

)〉
〈 fm (0, 273.16 K)〉

)}
(17)

can be fitted with a linear model a0 + a1p with
a1 = κT,eff(273.16 K). Figure 10 shows the residuals for
this linear fit, which essentially estimates κT,eff implementing
an extrapolation to zero pressure.

Since the limited pressure range does not justify the addi-
tion of a second order term to the model, the origin of the
residual observed dependence on pressure remains unknown.
We suspect an error in pressure measurement, but a close
examination of data did not reveal any anomaly.

An alternative method of analysis is based on the data
combination:{(

pj, n
(

pj, 273.16 K
) 〈

fm

(
pj, 273.16 K

)〉
pj 〈 fm (0, 273.16 K)〉

)}
(18)

which can be fitted with the hyperbolic model a0/p + a1.
Again, a1 provides an estimate of κT,eff(273.16 K) , this time
by implementing an extrapolation to infinite pressure, a com-
plementary condition if compared to the linear model. Table 5
summarizes the results obtained by these two alternative mod-
els. It is evident from the data in table 5, where the uncer-
tainties account for the combined effect of the contributions
of the extrapolation and the imperfect determination of pres-
sure, that the two procedures give barely compatible results
with a coverage factor k = 1. Therefore, a uniform distri-
bution is assumed appropriate to combine the two results

into a single value for κT,eff corresponding to the arithmetic
mean of the two estimates, equivalent to κT,eff(273.16 K) =
2.498(10) × 10−12 Pa−1.

4.3. RUS determination of κS(T) of electrolytic tough pitch
copper between 233 K and 323 K

Equation (11) shows that for a determination of the Ander-
son–Grüneisen parameter δ both the temperature dependence
of the density ρ(T ) and that of the adiabatic compress-
ibility κS(T ) of the material comprising the resonator are
needed. For this purpose, three parallelepipedic samples of Cu-
ETP copper provided by LNE, with nominal dimensions of
(15 × 11 × 10) mm, were weighed and dimensionally charac-
terized. These preliminary operations led to the estimate of the
density of the copper samples ρ(293 K) = 8925(20) kg m−3.
Using the determination of the thermal expansion αV(T )
described in the previous section, the temperature dependence
of the density was determined.

For the determination of κS(T ), the bulk modulus BS = 1/κS

of Cu-ETP copper was estimated using the methods and tech-
niques of RUS [39, 40], which requires the measurement of
the normal-mode resonance frequencies of free vibration of a
solid sample of known mass and verified shape. RUS measure-
ments between 233 K and 323 K have been performed in 10 K
steps for three samples at PTB using the experimental setup
and procedures previously described in [9, 41].

The determination of the bulk modulus from RUS frequen-
cies is an inverse problem. It starts with a forward problem, i.e.
the calculation of resonance frequencies of free elastic vibra-
tions of a sample with given geometry, known mass density
and elastic coefficients. The calculated frequencies are then
compared with the measured spectrum. In an iterative pro-
cess, the input parameters are then adjusted during each iter-
ation step to minimize the error function, which is defined
as the square sum of the differences between the calculated
and measured frequencies. Except for some particularly sim-
ple cases, the calculation of resonance frequencies cannot be
solved analytically, but it can be turned into an eigenvalue
problem by the use of proper numerical methods. Based on
the Rayleigh–Ritz method, Visscher et al [42] established
for simple sample shapes (parallelepiped blocks, spheres and
cylinders) a computational scheme for the free vibration of a
sample with anisotropic properties. The inverse problem is a
multi-dimensional non-linear optimization problem. The Lev-
enberg–Marquardt method may be considered as the standard
non-linear optimization method, which in conjunction with the
Rayleigh–Ritz method has been implemented in the rectangu-
lar parallelepiped resonator (RPR) code designed by Migliori
et al [40]. For estimating the uncertainty of the solution of
the inverse problem, the results obtained with both the RPR
code and a finite element method were compared for all test
samples.

In figure 11 the temperature dependent results BS(T ) for
the different samples are shown. The uncertainty bars are
derived from the uncertainty of the measurement (repeatability
of multiple measurements of the same sample) and the uncer-
tainty of the density measurement mentioned before. Further-
more Monte-Carlo simulations with varied peak positions have
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Table 5. Fitted estimates of the effective isothermal compressibility κT,eff of the microwave cavity at 273.16 K.

Volume compressibility
3 × 1012 × κT,eff Pa−1

Absolute uncertainty volume
compressibility 3 × 1012 × u(κT,eff) Pa−1

Linear compressibility
1012 × κT,eff Pa−1

Relative fitting
uncertainty ur(κT,eff)

Linear fit (17) 7.545 0.039 2.515 0.005
Hyperbolic fit (18) 7.444 0.039 2.481 0.005
Combined estimate 7.495 0.029 2.498 0.004

Figure 11. Determination of the adiabatic bulk modulus of copper
by RUS. For comparison literature data from Ledbetter 1980 [43]
and Ledbetter 1981 [44] are shown.

been performed. This leads to a relative standard uncertainty
between 0.2% and 0.3%.

In the fit routine described in [40, 42], for poly-crystals
mostly the isotropic case (two free parameters) is used to
describe the resonance frequencies. While this model works
impeccably for tungsten carbide samples [9], a well-known
problem of copper is that, depending on the quality of the cop-
per and copper alloys [37], an increased grain size may lead
to a certain anisotropy. To account for this effect, it is nec-
essary to consider a possible, lower microscopic crystal sym-
metry. For this reason, the resonance frequencies have been
fitted with a different number of free fit parameters (the num-
ber increases with decreasing symmetry), and the fit residuals
have been evaluated as an indicator of the fit quality. It was
clearly visible that for all specimens, the isotropic evaluation
had too large fit residuals, and the isotropic results deviated
significantly from the expected value estimated from elastic-
constant data published in standard textbooks. However, if the
evaluation is performed for cubic symmetry (three free param-
eters) and orthogonal symmetry (nine free parameters), the fit
residuals are much smaller, and the bulk modulus and the other
elastic constants become consistent with literature data within
the uncertainty estimates. To account for a certain model ambi-
guity, the final result is a weighted mean of the results obtained
for the different samples and evaluated with three and nine free
parameters. The final relative standard uncertainty for the bulk
modulus in the temperature range between 233 K and 323 K is
about 0.8% (see figure 11). A linear fit through the data leads to
estimates of the intercept aBs = 1.453(7) 1011 Pa and the slope

bBs = −2.47(15) 107 Pa K−1 and therefore to the estimate BS

(273.16 K) = 1.386(11) 1011 Pa. A comparison with literature
values of BS [43, 44] is plotted in figure 11. Unfortunately in
[43, 44] no uncertainties are stated. In [43] an intensive study
has been performed to extract a value for Bs at 295 K whereby
the focus of [44] was on the temperature dependence. There-
fore the discrepancy between two values published at 295 K
can give a rough estimate of the uncertainty of Bs in [44]. The
relative difference between the BS value at 295 K published
in [43] and the actual value is about 0.6% and therefore well
inside the standard uncertainty estimates of this work. A com-
parison with the slope bBs published in [44] shows a difference
of 0.2 107 Pa K−1, in good agreement with the value stated
above.

In summary, the results of the RUS experiment together
with data on thermal expansion, specific heat capacity [22]
and density can be used for the determination of the Ander-
son–Grüneisen parameter δ and of the Grüneisen parameter
γ according to equations (11) and (13) respectively. A mean
value in the temperature range between 250 K and 295 K,
where the linear assumption of the bulk modulus is justi-
fied, leads to δ = 3.6(2) and γ = 2.00(6). The fitted coef-
ficients aBs and bBs, together with equation (12), lead to the
final RUS estimate of the isothermal linear compressibility
κT,RUS(273.16 K) = 2.469(19)10−12 Pa−1.

4.4. Comparison of microwave and RUS determinations of
the compressibility and temperature extrapolation

As already mentioned, the effective compressibility of the res-
onator is a property of the assembled artefact that is mainly
determined by the elastic properties of the comprising mate-
rial, but may still be significantly influenced by the assem-
bly. Therefore, the compressibility of the assembled artefact
must be preferred as the most reliable estimate of the elastic
response of the resonator. Nevertheless, the difference between
the compressibility estimate obtained from microwave mea-
surement at 273.16 K and the estimate determined by RUS is
a useful indicator of the quality of the resonator assembly (mis-
alignment, gaps between the two hemispheres etc). In [5] the
determinations of the compressibility from microwave mea-
surements along an isotherm have been compared with liter-
ature data on OFHC copper having 1.5% uncertainty. Within
this uncertainty range the agreement was found to be within
one percent. In the case of the capacitors used for DCGT the
deviations between two capacitors, which are in principle iden-
tically manufactured and assembled, is on the level of 0.8%, as
discussed in [37].

In principle, especially for DCGT, a suitable design of the
apparatus can be conceived to minimize the assembly effects
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Table 6. Effective isothermal length compressibility of the
resonator. The values κeff are extrapolated from the experimental
microwave determination κT,eff(273.16 K) and were used for the
final evaluation of the thermodynamic temperature in this work. For
comparison, the listed κRUS values are extrapolated from a RUS
determination κT,RUS(273.16 K). The temperature variations
κRUS(T ) and κeff(T ) are shown in figure 12.

T90 K 1012 × κeff Pa−1 1012 × κRUS Pa−1

13.8058 2.357(10) 2.330(20)
24.5561 2.357(10) 2.330(20)
54.3554 2.362(10) 2.335(20)
83.8058 2.374(9) 2.347(19)
161.4061 2.420(9) 2.392(19)

Figure 12. Comparison and extrapolation to low temperature of
RUS and microwave determinations of the isothermal
compressibility.

[9] but the in situ measurement of the compressibility has
the advantage that all non-idealities are captured by a single
experimental determination. In the present work, the relative
difference between κT,RUS and κT,eff is about 1.5%. Within
their combined standard uncertainty of about 0.9%, κT,RUS

and κT,eff are consistent, and their difference is well inside the
possible range of variation of this parameter. As discussed in
the former sections, the value κT,eff(273.16 K) is transferred
via equation (12) to κS,eff(273.16 K) = 2.43(7)10−12 Pa−1.
This is the starting value for the extrapolation according to
equation (15). Using the input from the thermal expansion
measurement discussed in section 4.1 as well as δ and γ
derived in section 4.3, the extrapolation to 9 K (the low tem-
perature end of the thermal expansion measurement) can be
performed. The uncertainties associated to this extrapolation
are determined by the uncertainties of the input parameters,
therefore a Monte-Carlo simulation was performed to assess
the individual uncertainties as a function of temperature. The
final resulting determinations of κeff and κRUS at the refer-
ence temperature of the isotherms and their uncertainties are
listed in table 6. In addition, the temperature dependent length
compressibility κeff(T ) is shown in figure 12 together with an
extrapolation of κRUS(T ) for comparison.

Table 7. Synopsis of the experimental measurement plan.

Reference
temperature T i (K)

n of pressure points pj and
pressure range in kPa

Thermometric
gas

13.8033 9 points; 50 � pj � 130 He
24.5561 9 points; 65 � pj � 200 He
54.3584 13 points; 40 � pj � 350 He, Ne
83.8058 13 points; 60 � pj � 320 He, Ne
161.405 96 8 points; 40 � pj � 380 He, Ne
273.16 13 points; 60 � pj � 500 He

Finally, we remark that the validity of the procedure for
the determination of κT,eff discussed above is based on two
assumptions: (i) that the elastic response of the resonator must
be only slightly anisotropic; (ii) that the possible small devi-
ations from isotropicity must remain the same at all tem-
peratures. From the presented results, the consistency of the
microwave and RUS determinations of κeff at one particular
temperature, i.e. 273.16 K, supports the validity of the first
assumption. The very slight pressure variations of the shape
factors presented in figure 9, section 2.4, for two quite dif-
ferent temperatures (25 K and 83 K), supports the second
assumption.

5. Microwave determination of the thermodynamic
temperature

5.1. Measurement procedure

The acquisition of microwave resonance frequencies 〈 f m

(pj,i,T i)〉 was organized to proceed in nearly isothermal con-
ditions in proximity of the reference temperatures T i chosen
to correspond to ITS-90 fixed points. For each isotherm, res-
onances were recorded and fitted at several pressures pj,i, as
summarized in table 7.

Before the start of each isotherm, the experimental ves-
sel was thoroughly evacuated while the resonator thermalized
towards the targeted temperature setpoint, a process requiring
up to 72 h to be completed. Microwave resonance frequencies
were recorded during the slow approach to the setpoint temper-
ature for the ensuing estimate of a ‘local’ linear thermal expan-
sion coefficient, as discussed in section 4.1. Upon attainment
of a satisfactory thermal equilibrium by the cavity, with daily
temperature fluctuations below ±3 mK, an automated data
acquisition procedure—comprising two thermometers read-
ing, two pressure transducers polling and six mode frequen-
cies scanning every 180 s—was triggered and let to run on
for at least 12 h. The same procedure was applied after each
scheduled variation of the gas pressure, with the additional
activation of a pressure PID control and a manually operated
calibration of the two pressure quartz transducers against the
pressure balance. An ordinary measurement sequence along
an isotherm proceeded by increasing the experimental pres-
sure in steps from vacuum to the maximum pressure set for
each isotherm. In order to check the reproducibility of mea-
surements, especially in the lower pressure investigated range,
measurements were occasionally repeated. In this respect,
the 273.16 K isotherm used for the determination of κeff
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represented an exception, since every pressure point was
repeated twice.

As the final result of the measurement campaign, a recorded
set of at least 150 fitted resonance frequencies for each
microwave mode at each investigated thermodynamic state
was available. These experimental records were corrected to
compensate for the slight pressure and temperature differ-
ences of each individual measurement within an homoge-
neous time series from the reference (pj,i, T i) values. The
correction involved the experimental estimate of the thermal
expansion coefficient discussed above and the ab initio calcu-
lated virial expansion of the refractive index. The effectiveness
of the correction procedure was verified on very long time
series, where long term fluctuations of temperature caused fre-
quency fluctuations outside the noise band. It was observed
that, satisfactorily, the correction algorithm completely elimi-
nated the observed systematic trends and did not amplify the
random noise. Upon correction, frequency data in a time series
were assumed to be associated to the same nominal pressure
and temperature value and could be averaged to determine,
for each microwave mode a single reference frequency value
f m (pj,i, T i). All these averaged, corrected data are avail-
able in the electronic supplement (https://stacks.iop.org/
MET/17/025008/mmedia).

5.2. Determination of thermodynamic temperature from
measurements in helium

For a microwave determination of the thermodynamic tem-
perature, the quantities of interest for the analysis are the
vacuum/pressure frequency ratios

rm

(
pj,i, Ti

)
=

〈 fm (0, Ti)〉〈
fm

(
pj, Ti

)〉 . (19)

In equation (19), the frequencies 〈 f m (0, T i)〉 can be deter-
mined by measuring the resonances of the evacuated cavity
or, alternatively, by extrapolating to zero pressure the series
of data collected at several pressures pj,i along an isotherm
at temperature T i. In the present study, these two alternatives
typically differed by less than 5 ppb and the experimentally
determined 〈 f m (0, T i)〉were preferably used for the evaluation
of the ratios rm in order to avoid the additional extrapolation
uncertainty. The two recorded isotherms at 161.4 K in helium
and at 54.4 K in neon, however, represented an exception to
this rule, with relative differences between experimental and
extrapolated vacuum frequencies in the order of 40 ppb. We
suspect that these discrepancies were due to some undetected
thermometry error occurred while measuring in vacuum, and
we preferred the extrapolated vacuum frequencies, instead of
those directly measured, for successive analysis.

Along the lines of the discussion in section 1.1, we now con-
sider three different methods of analysis of a whole isotherm
data set, each endowed with specific pros and cons.

The direct single (p, T) state determination treats the
ensemble rm(pj,i, T i) as a set of j independent determina-
tions of T i, one for each pressure state pj, by solving numer-
ically the implicit equation (1) with respect to the unknown
T i. We remark that this procedure, when applied to a fully

Figure 13. (T − T90) results obtained using the direct single-state
analysis for measurements in He at nine different pressure in the
range between 50 kPa and 130 kPa at T90 = 13.8054 K. The error
bars of each point are the standard uncertainty combined from
several sources (table 8) of the determined thermodynamic
temperature T(p), and do not include the uncertainty of T90 which is
intended only as a reference value. The black line represents the
weighted mean of single pressure results. The grey shaded area is
the uncertainty resulting from the quadrature sum of the
contributions listed in table 8.

characterized and well-tuned apparatus, may be the method of
choice for a practical primary temperature standard because
it requires minimum experimental work for the determina-
tion of T, requiring just one measurement at a single pressure,
which would be selected as that contributing the minimum
uncertainty. However, this method has two main drawbacks.
Firstly, the uncertainty of the gas pressure estimate propagates
directly, with unit sensitivity factor, onto the uncertainty of the
thermodynamic temperature; secondly, the method requires
extremely accurate ab initio calculated properties of the ther-
mometric gas, as they are currently available only for helium.

Figure 13 illustrates the (T − T90) results obtained using
the single-state analysis of microwave measurements in He
at 13.8 K and nine different pressures between 50 kPa and
130 kPa. Remarkably, these determinations are consistent at all
pressures. The complete set of results was averaged to provide
a single weighted mean value for the isotherm.

The implementation of a second method of analysis of a set
of microwave data, previously referred to as ideal gas extrapo-
lation and discussed in section 1.1, is based upon equation (6)
and does only require a theoretical or experimental indepen-
dent determination of the molar polarizability (Aε + Aμ) of
helium in equation (3), as available from recent extremely
accurate calculations and measurements of its electrical con-
tribution Aε [45–47] and more dated calculations and mea-
surements of its magnetic contribution Aμ [48–50]. However,
closely sampled data along an isotherm, over an extended
pressure range, are needed to obtain sufficiently precise fit-
ted parameters. Various hybrid extrapolation procedures [2]
have been formulated to overcome specific experimental con-
tingencies. Our apparatus, for example, is strongly limited
by the experimental vessel which is rated for a maximum
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Figure 14. Comparison of two different extrapolations to zero pressure of refractive index data in He at 24.5 K. (Left plot) Residuals of a
linear fit to microwave data prepared using equation (20). The fitting procedure adjusts both the zero-pressure intercept h0 and the slope h1
compensating for systematic errors in pressure measurements and vacuum frequencies. (Right plot) Residuals of a linear fit to microwave
data prepared using equation (21). The parameter h0 is now fixed to unity, its physics-grounded value. In spite of the much larger residuals
resulting by the constraint h0 = 1, the uncertainty associated to the determination of h1 decreases because the fit has one less degree of
freedom.

working pressure of 500 kPa. As a consequence, due to the
narrow investigated pressure range, the differences from unity
of the squared resonance frequencies ratios [rm (pj,i, T i)]2

are too small to accurately estimate the non-linear-terms in
equation (6) and provide inconsistent results depending on the
order of the fitting polynomial. In order to increase our con-
fidence in the extrapolation, it was thus necessary to apply
corrections to the ratios [rm (pj,i, T i)]2 before fitting.

These corrections construct a new data set:(
pj,

〈 fm (0, Ti)〉2〈
fm

(
pj, Ti

)〉2 − Bn (Ti) pj
2 − Cn (Ti) pj

3

)
, (20)

where the definitions of Bn(T ) and Cn(T ) are respectively
given by equations (4) and (5) and their estimate uses accurate
ab initio calculations of the second and higher order density
and dielectric virial coefficients which are available for He
[51–56]. It must be noted that while this work was in prepa-
ration more accurate calculations of Bρ [57] and bε [58, 59]
of He became available; however the impact of updating our
determinations of T based on these new estimated properties is
significantly lower than the uncertainty achieved by the present
measurements.

The corrected squared frequency ratios in equation (20) can
be fitted with a two-parameter linear model rm

2 = h0 + h1p.
If the h0 parameter is adapted to the data by the fitting proce-
dure, the determination of h1 is immune from a possible zero
error in pressure measurement and partially compensates for
any possible systematic error in the determination of the res-
onance frequencies in vacuum f m(0, T). The introduction of
the ‘free intercept’ parameter h0 has the general effect on the
whole set of data to reduce systematic trends observable on fit
residuals (see figure 14), at the cost of a moderate increase of
the fitting uncertainty (see table 8).

Finally, we considered an alternative hybrid extrapolation
method, in which h0 is constrained to unity; in this case the
data set subject to fitting becomes:

(
pj,

〈 fm (0, Ti)〉2〈
fm

(
pj, Ti

)〉2 − 1 − Bn (Ti) pj
2 − Cn (Ti) pj

3

)
(21)

and the model reduces to a single fitted parameter rm
2 = h1p.

The uncertainty budget in table 8 shows that at all investi-
gated temperatures this procedure determines T with the low-
est combined uncertainty (at 54.4 K the difference with the free
intercept extrapolation is negligible); however the fit residuals
become larger and systematic compared to the ‘free intercept’
method (see figure 14) for the isotherm at 24.5 K.

We remark that the values of T i obtained with the three
alternative models discussed above are all mutually consis-
tent within their combined standard uncertainties (see table 8).
However, for the sake of their combination in a single result,
the calculation of their weighted mean (also listed in table 8)
does not appear a suitable estimator for two reasons. Firstly,
it leads to an uncertainty estimate which is far too opti-
mistic if compared to the uncertainty of each method. Sec-
ondly, the weighted mean is a reliable estimator only under the
assumption that the probability distributions of each estimate
would be independent and normally distributed with the same
mean, which is certainly not our case because the three esti-
mates are obtained from the analysis of the same experimental
data and, as such, are fully correlated. Instead, we selected the
most accurate estimates of T obtained using the constrained
extrapolation of equation (21). These are highlighted in bold in
the rightmost column of table 8, and are used as the source data
of the (T − T90) determinations listed in table 1 and plotted in
figures 1 and 2.
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Table 8. Uncertainty budget and (T − T90) results for thermodynamic temperature determinations with helium using different methods of
analysis. Selected weighted mean values of (T − T90) in mK and the corresponding combined uncertainty u(T ) are listed in boldface type.

T90 (K)
Method of
analysis

Uncertainty source (mK) T − T90

(mK)
Combined uncertainty

u(T ) (mK)

κeff

Modes’
dispersion

Frequency noise
or extrapolation Pressure

Theoretical value
of Bρ of He [51]

13.8033
Single state

0.02
0.06 0.19 0.18 0.16 0.45 0.31

Equation (20) 0.04 0.27 0.08 0.32 0.75 0.43
Equation (21) 0.06 0.08 0.08 0.18 0.67 0.22

Weighted mean 0.62 0.17

24.5561
Single state

0.06
0.05 0.08 0.23 0.12 −0.68 0.28

Equation (20) 0.07 0.19 0.13 0.25 −1.14 0.35
Equation (21) 0.06 0.06 0.13 0.14 −0.69 0.22

Weighted mean −0.78 0.16

54.3584
Single state

0.31
0.45 0.21 0.51 0.11 −3.01 0.78

Equation (20) 0.13 0.18 0.29 0.16 −3.25 0.50
Equation (21) 0.26 0.11 0.29 0.11 −3.03 0.52

Weighted mean −3.12 0.33

83.8058
Single state

0.71
0.24 1.26 0.73 0.06 −4.27 1.64

Equation (20) 0.20 0.53 0.45 0.11 −3.78 1.02
Equation (21) 0.17 0.25 0.44 0.08 −4.25 0.90

Weighted mean −4.08 0.62

161.406
Single state

2.55
0.37 2.23 1.32 0.05 −5.38 3.65

Equation (20) 0.22 0.86 0.86 0.08 −5.61 2.83
Equation (21) 0.24 0.28 0.81 0.05 −5.33 2.70

Weighted mean −5.45 1.72

The uncertainty budgets in tables 8 and 9 and table 12,
for He, Ne and combined He/Ne data respectively, list the
mostly relevant contributions to the determination of T, i.e.
those which are relatively larger than 1 ppm. In these budgets,
the meaning of particular entries may vary depending on the
thermometric gas employed and the analytical method used
for data analysis. Particularly, the entries in column ‘κeff’ refer
to the uncertainty contribution of our imperfect determination
of the effective compressibility; in general, this contribution
increases proportionally with thermodynamic temperature and
is lower for Ne, in reason of its larger polarizability. The contri-
butions reported as ‘modes’ dispersion’ refer to the systematic
discrepancies between the thermodynamic temperature evalu-
ations from the three most precise resonance modes that we
selected for analysis, i.e. TM11, TM12 and TM13. The col-
umn entitled ‘frequency noise or extrapolation’ summarises
type A uncertainties deriving from: (a) random noise in the fre-
quencies determinations for the single state method, or (b) the
overall statistical uncertainty deriving from frequency noise,
pressure random fluctuations and fit residuals when extrapola-
tion methods are concerned. The ‘pressure’ column accounts
for the combined uncertainty of pressure measurement (type
A and type B) for single state method, or for the type B uncer-
tainty in pressure measurements when referring to extrapola-
tion methods. Finally, in table 8, the uncertainty contribution of
the ab initio calculated value of the second density virial of He
from [51] is included. Very recently, a significantly improved
calculation of this quantity became available [57]; we remark
that the reduction of the corresponding uncertainty contribu-
tion will significantly reduce the overall uncertainty of future
RIGT determinations of T, particularly at low temperatures.

5.3. Determination of thermodynamic temperature from
measurements in neon

After completing measurements with helium, the apparatus
was prepared for using neon as the thermometric gas. The cry-
ocooler was switched off to let the experimental vessel and the
microwave cavity slowly return to ambient temperature while
being thoroughly evacuated (for a period of 20 days) in an
attempt to eliminate any residual trace of helium gas from the
apparatus. Successively, the cryocooler and the temperature
control system were activated and the temperature stabilized
near the triple point of oxygen. A measurement sequence was
then triggered to explore roughly the same pressure ranges and
pressure points as previously scheduled for He isotherms; this
close repetition was crucial for a combination of helium and
neon data, discussed in section 5.4.

In principle, the use of neon for a microwave determina-
tion of the refractive index, given its polarizability which is
larger than that of helium by approximately a factor of two
(Aε

Ne ∼ 0.99× 10−6 m3 mol−1 versus Aε
He ∼ 0.52× 10−6 m3

mol−1), is advantageous because it reduces the uncertainty
contribution of the imperfect estimate of the compressibility
and enhances the sensibility of the microwave frequencies as
a function of density. In practice, we had to deal with the lim-
ited working pressure range of the apparatus and the minor
accuracy, compared to He, of the ab initio calculations of the
virial coefficients of Ne, which are crucial for a straightforward
application of the analytical methods discussed in section 5.2.

The consequences of this issue are illustrated by the left
plot in figure 15 which shows the direct single state determi-
nations of T in neon at 54.4 K for ten pressures in the range
between 50 kPa and 280 kPa. These determinations were first
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Table 9. Uncertainty budget and (T − T90) results for thermodynamic temperature determinations with neon using different methods of
analysis. Weighted mean values of (T − T90) and combined uncertainty of T are listed in boldface type.

T90 (K)
Method of
analysis

Uncertainty source (mK) T − T90

(mK)
Combined uncertainty

u(T ) (mK)

κeff(T )
Modes’

dispersion
Frequency noise
or extrapolation Pressure

Theoretical value
of Aε, Aμ and Bρ of

Ne [47, 60, 62]

54.3584
Single state

0.15
0.13 0.74 0.50 0.94 −3.23 1.31

optimization
Equation (22) 0.10 1.17 0.29 0.13 −4.88 1.22
Equation (23) 0.13 0.38 0.29 0.13 −3.53 0.53

Weighted mean −3.68 0.46

83.8058
Single state

0.34
0.23 0.69 0.72 1.14 −4.80 1.57

optimization
Equation (22) 0.24 0.88 0.45 0.20 −5.29 1.09
Equation (23) 0.26 0.27 0.45 0.20 −4.82 0.71

Weighted mean −4.94 0.55

161.406
Single state

1.13
0.55 1.00 1.44 0.83 −7.60 2.31

optimization
Equation (22) 1.41 3.94 0.86 0.39 −8.83 4.44
Equation (23) 0.56 0.89 0.86 0.39 −7.57 1.81

Weighted mean −7.70 1.35

Figure 15. Direct single (p, T) state determinations of (T − T90) in neon at 54.4 K. (Left plot) determination based on published [61, 63]
estimates of the second density and dielectric virial coefficient of neon. (Right plot) determinations adjusted by an optimization procedure of
the combination (bε − Bρ). In reason of its inconsistency in the isotherm data set, the datum at 250 kPa was excluded from the optimization
procedure.

implemented using the best currently available5 sources of
the thermodynamic [60] and electromagnetic properties of Ne
[47, 61, 62]. The corresponding results were observed to
be clearly pressure-dependent, suggesting that the theoretical
estimate of the second density virial coefficient Bρ of Ne [60]
may not be sufficiently accurate for the present application.

5 While this work was in preparation improved estimates of the second dielec-
tric virial bε of Ne became available [56, 57]. These new estimates do not
change the systematic deviation displayed in the left plot of figure 15 because
of the much smaller contribution to the refractive index of bε compared to the
second density virial Bρ.

Motivated by this evidence, we explored the possibility to
use our experimental microwave data to determine, in addition
to our estimate of the thermodynamic temperature T, also a
revised estimate of Bρ. This possibility is supported by the fol-
lowing observations: (i) the thermodynamic temperature T of
the isotherm is unknown, but we are reasonably confident that
all the experimental data at different pressure were acquired
very nearly at the same temperature. Thus, when equation (1)
is resolved with respect to T for several different pressures
pj, it is expected to provide the same solution for all pres-
sures, apart from random experimental fluctuations. In other
words, the slope of the plotted points in figure 15 should be
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Table 10. Experimental adjusted estimates of (bε − Bρ) in neon at three thermodynamic
temperatures T . The superscripts ‘calc’, ‘opt’ and ‘fit’ respectively refer to ab initio calculation
[60, 61], single state optimization and linear extrapolation to zero pressure. The rightmost
column lists the estimated values of Bρ of Ne resulting from (bε − Bρ)opt and calculated values
of bε from [61].

T (K)
(bε − Bρ)calc [60, 61]

(cm3 mol−1)
(bε − Bρ)opt

(cm3 mol−1)
(bε − Bρ)fit

(cm3 mol−1)
Bρ

opt

(cm3 mol−1)

54.355 30.760 30.615 ± 0.042 30.595 ± 0.042 −30.666 ± 0.042
83.801 9.934 9.874 ± 0.017 9.874 ± 0.023 −9.924 ± 0.017
161.399 −5.531 −5.494 ± 0.011 −5.494 ± 0.063 5.429 ± 0.011

zero; (ii) in the virial expansion of the refractive index of
equation (2), the coefficient Bn in equation (4) is in principle
defined by the difference (bε − Bρ) with a prevalence of Bρ in
the definition because at all temperatures investigated for neon
measurements |Bρ| 	 |bε|.

We used a minimization procedure to adjust the combina-
tion (bε − Bρ), the merit function being the minimum slope
of the line which fits the data {(pj, Tj)} generated applying the
implicit equation (1) to each pressure point pj. The result of this
optimization process on data taken at 54.4 K in neon is shown
in the right plot of figure 15. The values of T optimized by
this procedure at 54.4 K, 83.8 K and 161.4 K and their uncer-
tainties are listed in table 9, dubbed single state optimization.
The corresponding optimized estimates of the combinations
(bε − Bρ) are listed as (bε − Bρ)opt in table 10.

As an alternative approach towards the determination of T
and (bε − Bρ) with the hybrid extrapolation methods discussed
in the previous section, a second order parameter h2 must be
added to the fitting model which becomes rm

2 = h0 + h1p +
h2p2 and rm

2 − 1 = h1p + h2p2 for the free- and fixed intercept
method respectively. The application of this method requires
the microwave data to be prepared by variants of equations (20)
and (21), i.e. by correcting for a cubic term only:(

pj,
〈 fm (0, Ti)〉2〈
fm

(
pj, Ti

)〉2 − Cn (Ti) pj
3

)
(22)

for the free intercept method, and(
pj,

〈 fm (0, Ti)〉2〈
fm

(
pj, Ti

)〉2 − 1 − Cn (Ti) pj
3

)
(23)

for the fixed intercept method. The extrapolation procedures
were applied to determine (T − T90) at 54.4 K, 83.8 K and
161.4 K with the results and the uncertainties listed in table 9.
Remarkably, all the (T − T90) determinations obtained using
neon as the thermometric gas were found to be consistent
with the corresponding results in helium within their com-
bined uncertainties, reinforcing our confidence that our exper-
imentally based estimates of (bε − Bρ), and of Bρ therefrom,
may be sound and accurate. These estimates are listed in
table 10 where (bε − Bρ)opt refers to results adjusted by the
single state optimization procedure, and (bε − Bρ)fit refer to
those obtained by fitting data in equation (22) with a linear
model. For comparison, table 10 also lists (bε − Bρ)calc cal-
culated ab initio from [60, 61]. To asses a conservative esti-
mate of the uncertainties to be attributed to our determinations

of (bε − Bρ), we assumed the calculated and adjusted values
(bε − Bρ)opt to be the limiting extreme points of a uni-
form probability density distribution. For the estimates
(bε − Bρ)fit the listed uncertainties are those resulting from the
fit procedure.

Finally, from our lowest uncertainty results (bε − Bρ)opt,
by subtraction of the calculated value of bε from [61] we
obtain experimentally based estimates Bρ

opt of the 2nd den-
sity virial coefficients of Ne at three thermodynamic temper-
atures T listed in the leftmost column of table 10. Any other
more recent calculation of bε of Ne, like [58, 59], would have
a negligible impact on the determination of Bρ, given that
|Bρ| 	 |bε|.

The same fitting procedure described above for Ne data
prepared using equation (22) can also be used to analyze He
data to obtain an experimental estimate of the combination
(bε − Bρ)fit for this gas at five thermodynamic temperatures
in the range spanning between 13.8 K and 161.4 K. In spite of
their much larger uncertainty, these results may be of interest
for the sake of a comparison with the theoretical calculation of
the same properties. The results of this comparison are listed in
table 11. By assuming either of the two recent calculations of
bε of helium from [58, 59], which are in remarkable agreement,
an experimentally-based estimate of Bρ

fit from our RIGT mea-
surements can be obtained and compared to the most accurate
available calculation Bρ

calc from [57] and to a recent estimate
based on DCGT [63] results as reported in table 11.

5.4. Determination of thermodynamic temperature T by
combining measurement results in helium and neon

In a publication by Schmidt et al [14] it was origi-
nally suggested that, for the sake of accurate pressure and
temperature metrology, the determination of the effective com-
pressibility of the apparatus might be avoided by combining
resonance frequency determinations in two different atomic
gases. If equation (1) is written for helium and neon for nom-
inally equal (p, T) states, the terms containing κeff, which
is gas-independent, and the zero pressure frequencies can be
eliminated and the working equation becomes

nNe (p, T)
nHe (p, T)

=

〈
f He

m (p, T)
〉〈

f Ne
m (p, T)

〉 . (24)

This method would be better implemented by a suitably
designed ‘double’ experimental apparatus, comprising, for
example, two resonators in good thermal contact but isolated
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Table 11. Experimental fitted estimates of (bε − Bρ) in helium at five thermodynamic temperatures T . The superscripts ‘calc’ and ‘fit’
respectively refer to ab initio calculation [57, 60, 61] and to the linear extrapolation to zero pressure obtained in this work. The reported
uncertainties for (bε − Bρ)fit are those resulting from the fit procedure. Also listed are the (bε − Bρ)DCGT estimates from recent DCGT
experiments [63], where the reported uncertainties are standard uncertainties based on a complete uncertainty budget. The rightmost column
lists the estimated values of Bρ of Ne resulting from (bε − Bρ)fit and calculated values of bε from [58, 59].

T (K)
(bε − Bρ)calc (cm3 mol−1)

[57–59]
(bε − Bρ)fit

(cm3 mol−1)
(bε − Bρ)DCGT

(cm3 mol−1) [63]
Bρ

calc

(cm3 mol−1) [57]
Bρ

fit

(cm3 mol−1)

13.804 11.835 ± 0.018 11.824 ± 0.033 11.818 ± 0.046 −11.843 ± 0.002 −11.83 ± 0.03
24.555 −0.967 ± 0.010 −0.935 ± 0.021 −0.972 ± 0.028 0.9516 ± 0.0013 0.919 ± 0.021
54.355 −9.325 ± 0.005 −9.309 ± 0.017 −9.306 ± 0.018 9.2914 ± 0.0006 9.277 ± 0.017
83.802 −11.268 ± 0.003 −11.297 ± 0.030 −11.278 ± 0.029 11.2247 ± 0.0004 11.25 ± 0.03
161.401 −12.258 ± 0.002 −12.258 ± 0.078 −12.313 ± 0.137 12.1889 ± 0.0002 12.19 ± 0.08

Table 12. Uncertainty budget and (T − T90) results for thermodynamic temperature determinations using a combination of helium and neon
measurements using different methods of analysis. Weighted mean values of (T − T90) and combined uncertainty of T are listed in boldface
type.

T90 (K)
Method of
analysis

Uncertainty source (mK)
T − T90 (mK)

Combined uncertainty
u(T ) (mK)

κeff(T )
Modes’

dispersion
Frequency noise
or extrapolation Pressure

Theoretical value
of Aε, Aμ and Bρ

He and Ne

54.3584
Single state

0.00
0.65 0.20 0.64 1.59 −3.44 1.85

Equation (20) 0.18 0.36 0.32 2.88 −3.43 2.92
Equation (21) 0.57 0.17 0.31 1.62 −3.45 1.75

Weighted mean −3.44 1.17

83.8058
Single state

0.00
0.48 0.79 0.94 0.91 −5.37 1.60

Equation (20) 0.30 0.45 0.46 1.48 −6.14 1.64
Equation (21) 0.44 0.22 0.46 0.90 −5.30 1.12

Weighted mean −5.52 0.80

161.406
Single state

0.00
1.18 5.25 1.75 1.11 −10.03 5.76

Equation (20) 0.85 1.42 0.87 1.38 −10.10 2.32
Equation (21) 0.80 0.69 0.86 1.04 −10.11 1.72

Weighted mean −10.10 1.34

as far as gas mixing is concerned, and operated ensuring the
two gas samples would be maintained at the same pressure
and temperature. To test an imperfect realization of this con-
cept, we combined the microwave frequency data separately
acquired for He and Ne with the same apparatus by correcting
them at the same reference values of pressure and temperature
using the procedure illustrated in section 5.1 for each isotherm.
When a close correspondence between pressure points was
lacking in the neon or helium data series, like for example for
the experimental isotherms at 54.4 K, spline interpolation was
used to prepare the following data set:(

pj,

〈
f He

m

(
pj, Ti

)〉〈
f Ne

m

(
pj, Ti

)〉) , (25)

which was then analyzed on the base of equations (8) and (9).
We remark that the two-gases frequency ratios in

equation (24) differ significantly less from unity compared
to those vacuum/pressure for the same gas. The consequent
reduction of the sensitivity as a function of density, due to
the reduced ‘effective’ polarizability, (Aε

Ne − Aε
He) ∼ 0.48

× 10−6 m3 mol−1 in equation (9), represents a fundamental
drawback of this method. This problem could be partially
overcome by combining the frequencies in He with those of

a more polarizable gas, i.e. argon, though this choice would
further restrict the working range to temperatures above the
triple point of argon T ∼ 85 K.

As for some other single-gas determinations, the precision
of the analysis of the data in equation (24) is partly reduced
by the limited working pressure range and by the uncer-
tainty affecting the ab initio calculation of the density virial
coefficients of neon. Thus, we used the optimized values of
(bε − Bρ)opt of Ne. In principle, this choice makes the two-
gases determination of T not completely independent from
the need of a compressibility estimate, since the preliminary
optimization which leads to a revised estimate of Bρ of Ne
procedure requires an estimate of κeff. Also, we remark that
an implicit assumption of equation (24) is that the vacuum fre-
quencies would remain unchanged over the time lapse between
measuring in helium and neon. We found that this was not the
case for our combined He and Ne isotherms, with the determi-
nation of T being sensibly affected by the slight changes of the
vacuum frequencies recorded before measuring in He and, at a
distance of months and after multiple pressure and temperature
cycles, before measuring in Ne. Following this evidence, we
accounted for isotherm- and gas-specific vacuum frequencies
by the ratios:
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rHe,Ne
m

(
pj, Ti

)
=

〈
f He,Ne

m

(
pj, Ti

)〉〈
f He,Ne

m (0, Ti)
〉 , (26)

to construct a new data set:(
pj,

rHe
m

(
pj, Ti

)
rNe

m

(
pj, Ti

)) (27)

which was analyzed using the same three methods, direct sin-
gle state and the linear extrapolation to zero pressure with or
without a constrained intercept, previously used to analyze He
data (see section 5.2). The corresponding results and uncer-
tainty budgets are reported in table 12. These two-gases results
are evidently affected by large combined uncertainties in com-
parison to single-gas evaluations, mainly as a consequence of
the reduced precision discussed above, otherwise the corre-
sponding (T − T90) estimates are consistent with the other
determinations presented in this work.

6. Concluding remarks and prospects of RIGT
improvement

The thermodynamic temperature determinations presented
and discussed in this work, in consideration of their remark-
able agreement with previous results and interpolations, con-
firm the validity of RIGT as an accurate primary thermometry
method. At the same time, some inherent difficulties of the
method were also confirmed, and a demonstration of the full
potential of RIGT as a suitable method for the future direct
dissemination of the kelvin awaits further developments.

Particularly, a major pending issue is the accurate determi-
nation of the effective compressibility of the apparatus which
is required by the method. In this work, this requirement was
addressed by additional microwave measurements at the ref-
erence temperature of 273.16 K and by a RUS determina-
tion of the Grüneisen parameters needed to extrapolate the
microwave result over a wide range of temperatures. Such con-
siderable experimental effort limits the practical application
of the method as κeff, which is a property of the apparatus
rather than of the comprising material, may be subject to vari-
ations which are hard to predict or detect unless the effort of
its determination is periodically repeated. A promising strat-
egy to overcome this problem is based on the use of two
different thermometric gases at the same temperature. In this
work we explored this possibility, as discussed in section 5.4,
but we were only partially successful because of the limited
pressure range of our apparatus. A wider pressure is also a
necessary requisite to increase the accuracy of the method at
temperatures near ambient. Obviously, use of two different
thermometric gases doubles the time needed for the determi-
nation of T and is only possible at temperatures above about
40 K where Ne exists in the vapour phase over a suitable
pressure range. At lower temperatures, the single pressure ver-
sion of the method dubbed SPRIGT and developed at TIPC-
CAS represents a promising alternative though this relative
method requires, as a reference, at least an additional primary
thermometry result [6].

With regard to the best implementation of RIGT, among
several possible methods of analysis of microwave data which

have been considered and compared in this work, it appears
that the so-called single state method would be preferable
for practical work, as it requires a fraction of the experimen-
tal work needed to collect data at several pressures along
an isotherm. However, the analysis of the latter more com-
plete records by extrapolation to zero pressure demonstrated
superior accuracy.

Finally, it is worth noting the fundamental role of ab initio
calculations of the thermodynamic and electromagnetic prop-
erties of monatomic gases. The present results exploit the out-
standing accuracy achieved by these calculations for helium.
Future developments of RIGT await the time when calcula-
tions of comparable accuracy for neon and argon will be avail-
able. Given the highly remarkable progress recently made in
the calculation of some electrical properties of neon [58, 59,
62] the current perspectives do indeed look promising for the
future of gas-based primary thermometry.
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