METRICA

MET Rnlngy Institutional CAh:llug

ISTITUTO NAZIONALE DI RICERCA METROLOGICA
Repository Istituzionale

Uncertainty propagation in field inversion for turbulence modelling in turbomachinery

This is the author's accepted version of the contribution published as:

Original

Uncertainty propagation in field inversion for turbulence modelling in turbomachinery / Ferrero, Andrea;
Larocca, Francesco; Pennecchi, Francesca Romana. - (2020), pp. 303-308. (Intervento presentato al
convegno 2020 IEEE 7th International Workshop on Metrology for AeroSpace (MetroAeroSpace))
[10.1109/MetroAeroSpace48742.2020.9160187].

Availability:
This version is available at: 11696/66180 since: 2021-02-12T12:47:35Z

Publisher:

Published
DOI:10.1109/MetroAeroSpace48742.2020.9160187

Terms of use:

This article is made available under terms and conditions as specified in the corresponding bibliographic
description in the repository

Publisher copyright
IEEE

© 20XX IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all
other uses, in any current or future media, including reprinting/republishing this material for advertising
or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or
reuse of any copyrighted component of this work in other works

(Article begins on next page)

03 May 2024




Uncertainty propagation in field inversion for
turbulence modelling in turbomachinery

1% Andrea Ferrero
Department of Mechanical and Aerospace Engineering
Politecnico di Torino
Torino, Italy
andrea_ferrero@polito.it

3" Francesca Romana Pennecchi
Applied Metrology and Engineering Division
Istituto Nazionale di Ricerca Metrologica
Torino, Italy
f.pennecchi @inrim.it

Abstract—The simulation of turbulent flows in turbomachinery

requires to describe a wide range of scales and non-linear phe-
nomena. Since the cost of scale resolving simulations is prohibitive
for several configurations, turbulence closure models are still
widely used in the framework of Reynolds-averaged Navier-
Stokes (RANS) equations. In order to improve the prediction
capability of these models, several machine learning strategies
have been proposed. Among them, the field inversion approach
allows to find a correction field which can be applied to the source
term of the turbulence model in order to match experimental
data: the correction field can then be generalised and expressed
as a function of some flow features in order to extract modelling
knowledge from the data.
However, the reference experimental data are affected by uncer-
tainty and this propagates to the correction field and to the final
data-augmented model. In this work, the uncertainty propagation
from the reference experimental data to the correction field is
investigated. In particular, the flow field around a low pressure
gas turbine cascade is studied in a challenging working condition
characterised by laminar separation and transition to turbulence.
The original RANS results are improved by the application of
the field inversion algorithm in which the required gradients are
computed by means of an adjoint approach. A sensitivity analysis
is performed in order to provide a linearised propagation of the
uncertainty from the experimental wall isentropic Mach number
to the correction field.

Index Terms—turbulence model, turbomachinery, machine
learning, uncertainty propagation, field inversion

I. INTRODUCTION

The flow field in turbomachinery is characterised by
strongly non-linear phenomena like shock waves, turbulence
and separations. The recent grow in computational power has
made it possible to perform scale resolving simulation for
several turbomachinery flows. However, the computational
cost of this kind of simulation (Direct Numerical Simulation
or wall-resolved Large Eddy Simulation) is very high due
to the large range of turbulence scales which characterise
these flows and which is related to the relatively high
Reynolds number of these configurations (10° — 10°).
Furthermore, scale resolving simulations can be performed
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for reduced domains with periodic boundary conditions but
they become prohibitively expensive when full annulus multi-
stage configurations are investigated. This is particularly true
during the initial phases of the design process in which several
different geometries should be investigated. A comprehensive
review of high-fidelity simulation techniques for gas turbines
was presented by [1].

In order to reduce the computational cost, Reynolds-averaged
Navier-Stokes (RANS) equations are widely used for
turbomachinery simulations. The idea behind this approach
is to solve the average field by introducing a closure model
for the unresolved scales. The price to pay in this kind of
approaches is related to the errors which the model introduces
in the description of several phenomena, in particular when
separation or laminar to turbulence transition occurs.

While there are several research efforts related to the
development of new turbulence closure models by means
of physics-based theoretical considerations, some recent
efforts have been devoted to the exploitation of the available
experimental data by means of machine learning techniques.
Among the different approaches, Parish and Duraisamy [2]
proposed a strategy based on two steps: field inversion and
machine learning. In the field inversion step, an optimisation
problem is solved in order to find a correction field which
allows to minimise the prediction error on a certain goal
quantity. This correction field can be applied as a multiplier
factor in the source term of the turbulence transport equation.
This step requires the knowledge of high-fidelity reference
data which can be obtained from experimental results or scale
resolving simulations.

The second step based on machine learning allows to
generalise the result to different working conditions and
geometries with respect to the one used for field inversion:
artificial neural networks can be used to identify a correlation
between some physical quantities and the correction factor in
order to improve the original closure model.

However, the quality of the obtained results will be strongly



related to the accuracy of the high-fidelity data used to drive
the field inversion algorithm. In this work, the attention
is focused on the sensitivity of the correction factor with
respect to the experimental data. In particular, a perturbative
approach is applied in order to estimate the sensitivity
and understand how the uncertainty in the reference data
propagates through the procedure. In the framework of the
Guide to the expression of uncertainty in measurement (GUM)
[3], the uncertainty associated with the input quantities of a
measurement model is propagated by means of the Law of
Propagation of Uncertainty (LPU), based on a linearization
of the model itself. Other approaches are applicable, such as
the propagation of probability distributions, modelling the
input quantities, by means of Monte Carlo simulations [4],
but they are not investigated in the present work.

The study is performed on the flow field in the T106¢c low
pressure gas turbine cascade for aeronautical applications.
The field inversion is based on the minimisation of the
norm-2 error on the wall isentropic Mach number distribution
with respect to the available experimental data.

II. NUMERICAL FRAMEWORK
A. Turbulence closure

The compressible RANS equations with the Spalart-
Allmaras (SA) turbulence closure [5] are considered in this
work. The transport equations for the modified eddy viscosity
U is:

)= p[BP ~ D]+ 2V - (ol +9)V0)+

+0)Vp- Vi
(1)

where p, u, v, U, P and D are density, velocity, molecular
viscosity, modified eddy viscosity, production and destruction
terms, respectively. More details on the implementation and
the values of the constants o and ¢p2 can be found in [5]. The
term [ represents the correction field which is computed in
the field inversion framework to improve the model.

The SA turbulence model is suitable for high Reynolds number
flows with fully turbulent behaviour. However, it is applied in
this work to the low Reynolds number flow around the T106¢
cascade. In particular, the exit isentropic Reynolds number is
8-10%* and the exit isentropic Mach number is 0.65. The inlet
turbulence level is set to /v = 0.1, a very low value which is
representative of the almost laminar conditions observed in the
experiments. In these conditions the flow is characterised by
laminar separation followed by transition: since the SA model
is not suitable for describing these phenomena, the correction
field B(x) will act as an intermittency model, limiting the
turbulence production in the first part of the cascade.

B. Numerical discretisation

The governing equations are integrated by means of the
method of lines: the discontinuous Galerkin method is used for

the spatial discretisation while time integration is performed
by means of the implicit Euler scheme. The methods are
implemented in a research code that has been verified and
validated for turbulent and compressible flows [6]-[8].

The solution inside each element is described by an orthonor-
mal and hierarchical modal basis implemented following the
approach of [9]: a third order accurate reconstruction is
adopted for this work. Convective and diffusive terms are
evaluated by means of an approximate Riemann solver [10],
[11] and a recovery-based method [12], respectively.

The implicit Euler scheme requires to solve a linear system
at each time step: the GMRES algorithm with the additive
Schwarz preconditioner is adopted in this work and the PetsC
library [13] is employed to solve the system in a parallel
MPI environment. The computational domain is dicretised
by means of an unstructured mesh generated by the frontal
Delaunary for quads algorithm [14] provided by the Gmsh tool
[15]. The grid contains 40444 elements and it is reported in
Figure 1. Since a third order accurate DG scheme is employed,
six degrees of freedom are introduced inside each element: the
total number of degrees of freedom per equation is 242664.
This resolution level was chosen after a grid refinement
analysis and allows to get grid independent results.

C. Field inversion

The field inversion algorithm requires to solve an optimi-
sation problem in which the optimal field g is determined in
order to minimise the following goal function G:

o=

The integral is the norm-2 error between the wall isentropic
Mach number M, distribution and the experimental value
ME¥P on the blade surface w. The procedure is initialised from
a steady solution of the original SA model (i.e. () = 1). The
gradient descent method is employed to find the solution of the
optimisation problem, which is particularly expensive because
the size of the parameter space corresponds to the number of
degrees of freedom of the mesh (of the order of 10°). In order
to efficiently evaluate the gradient, the discrete adjoint method
is adopted following the approach of [16]. The optimisation
process requires to perform approximately 50 fully converged
steady RANS simulations.

Fig. 2 shows the wall isentropic Mach number distribution for
the original SA model, the optimised SA model and the ex-
perimental data. The results show the significant improvement
that the field inversion approach can introduce: the plateau
region which is observed in the experimental distribution is
related to the separation region which is missing in the original
SA results but is clearly visible in the simulation performed
with the optimised model. This behaviour is confirmed by
the Mach field comparison reported in Fig. 3 and 4, where
the open separation can be clearly identified. The modified
turbulent eddy viscosity 7 normalised with respect to the
kinematic viscosity v is reported in Figure 5 and 6 for both
the original model and the optimal solution, respectively. The
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Figures show clearly that the open separation observed in the
optimal solution leads to large values of eddy viscosity in
the wake: this will strongly influence also the wake losses
predicted by the simulation.

In Fig. 7 the optimal § field obtained by the field inversion
process is reported. The results show that the correction field
tends to deactivate the turbulence production in the first part
of the boundary layer in order to achieve laminar behaviour
in this region.

Fig. 1. Unstructured computational mesh with 40444 elements.
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Fig. 2. Wall isentropic Mach number distribution for T106¢ cascade.

D. Machine learning from correction field

The correction field 5(x) is produced by the optimisation
procedure and it is referred to the particular geometry and
working condition which were considered in the reference
experimental setup. This makes the correction fG(x) quite
useless, since it cannot be applied to a general problem with
different working conditions for which experimental data are
missing. In order to exploit the correction term for actual
predictions it is necessary to generalise the results and to
express the correction field S(®) as a function of some

Fig. 3. Mach field with the original SA model.

Fig. 4. Mach field with the optimised SA model obtained by field inversion.

flow features ®: in this way a data-augmented RANS model
is obtained. This can be done by analysing the database
obtained by the field inversion procedure: for each mesh
point, not just the correction factor /3, but also all the flow
properties are available. In this way, it is possible to identify
some features (non-dimensional variables which satisfy
Galileian invariance) which can be used as inputs for the
computation of 5. The correlation between the features ® and
[ can be identified following several approaches. Parish and
Duraisamy [2] proposed the use of artificial neural networks
for this purpose. It is possible to enrich the training database
by performing the inversion procedure for several working
conditions and then joining the databases in order to explore
a larger range of input variables and increase the predictive
capability of the final data-augmented model. An application
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Fig. 5. Normalised turbulent eddy viscosity /v field with the original SA
model.
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Fig. 6. Normalised turbulent eddy viscosity 7/v field with the optimised SA
model.

of this approach to turbomachinery flows was investigated
by Ferrero et al. [17]. In the present work the machine
learning analysis is not discussed. The key point investigated
here is related to the fact that the reference experimental
data are affected by a measurement uncertainty and so, as
a consequence, also the correction field provided by the
field inversion procedure is. It is important to quantify the
[ uncertainty because the correction field is computed with
the purpose of building a new model through the machine
learning analysis. However, the model obtained by machine
learning will reproduce the pattern observed in the database:
for this reason, the measurement uncertainty in the original
reference data propagates through the numerical procedures
and contributes to the modelling uncertainty associated to the
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Fig. 7. Optimal S field obtained by field inversion.
final data-augmented RANS model.

III. UNCERTAINTY PROPAGATION

The correction S(x) is computed by the field inversion
procedure in order to match the predicted wall isentropic
Mach number distribution with the experimental data. The
goal of this work is to estimate the sensitivity of the field
B(x) with respect to the experimental data. This is done by
propagating the uncertainty in the experimental data through
the linearization of the considered model, which consists in the
minimization of the goal function (2). Since this is an implicit
model for which analytical derivatives are hard to derive, a
numerical approximation of the uncertainty associated with
B(x) is obtained by introducing a fixed relative perturbation
€rel 1n the experimental data and calculating which is the cor-
responding effect in the output with respect to the unperturbed
input:

MEPE(z) = MEP(2)(1 £ €e1) 3)

where €, = 1% was used. This value was suggested by the
relative uncertainty associated to the experimental Mach num-
ber which typically ranged between 0.4 % — 1.2 % according
to [18].
The uncertainty field u(x) is numerically evaluated according
to:

B aggors — B pgzor-

u(x) = 5 . 4)

A similar kind of approximation is suggested in [3, sec. 5.1.3,
NOTE 2], where each input quantity at a time is made
varying by its relevant uncertainty and then the correspond-
ing numerical differences in the output are summed up in
quadrature, hence providing a combined standard uncertainty
for the measurand. In the present case study, however, the
perturbation of each input quantity at a time and the evaluation




of the corresponding model would be extremely heavy from
a computational point of view. Therefore, in expression (4),
it was decided to perturbe all the input quantities simulta-
neously, each with respect to its relative uncertainty, hence
model B(z)|,ezp+ could be evaluated just once. It can be
seen that such a procedure leads to an overevaluation of the
combined standard uncertainty for the measurand, so that it is
prudentially conservative.

In Fig. 8 the u(x) field is reported showing that a significant
uncertainty is observed in correspondence of some regions of
the separated shear layer, close to the trailing edge and in a
portion of the boundary layer on the suction side.

Fig. 8. Uncertainty on the correction field 3.

IV. CONCLUSIONS

The field inversion approach represents a promising strategy
to generate correction fields which can be exploited by ma-
chine learning techniques to improve existing RANS models.
However, particular care should be devoted to the definition
of the reference quantities which are used to drive the field
inversion procedure. In the present study, the experimental
uncertainty on the wall isentropic Mach number distribution
on a low pressure gas turbine cascade is considered and
propagated to the correction field: the preliminary analysis
shows that in some regions of the domain there is a significant
amplification of the relative uncertainty between the input
data and the obtained correction field. This suggests that the
correction factor in these region should be carefully considered
during the training of the data-augmented RANS model: a
possible solution could be related to the use of local weights
which reduce the relative importance of data points which
are characterised by large uncertainties. Furthermore, the goal
function used in this work for the field inversion procedure
contains only the error on the wall isentropic Mach number
distribution. It is possible to augment the goal function by
adding a Tikhonov regularisation [19] which penalises the

correction factor when it assumes values far from unity [16]:
in this way the correction is introduced only where it gives a
significant improvement in the goal functions and unnecessary
high correction factors with limited benefits are avoided. This
regularisation could reduce the sensitivity of the correction
field to the reference data and so it could limit the uncertainty
on the data-augmented RANS model.
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