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Abstract

We present a high-resolution digital correlation spectrum analyzer for the measurement of low frequency resistance fluctuations in graphene samples. The system exploits the cross-correlation method to reject the amplifiers’ noise. The graphene sample is excited with a low-noise DC current. The output voltage is fed to two two-stage low-noise amplifiers connected in parallel; the DC signal component is filtered by a high-pass filter with a cutoff frequency of 34 mHz. The amplified signals are digitized by a two-channel synchronous ADC board; the cross-periodogram, which rejects uncorrelated amplifiers’ noise components, is computed in real time. As a practical example, we measured the noise cross-spectrum of graphene samples in the frequency range from 0.153 Hz to 10 kHz, both in two- and four-wire configurations, and for different bias currents. We report here the measurement setup, the data analysis and the error sources.
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1. Introduction

Like other electrically conducting materials, when crossed by a current, graphene exhibits electrical \textit{excess noise}, dominated by flicker (1/f) noise. Flicker noise limits the resolution of sensors \cite{1–4} and the sensitivities of amplifiers and detectors \cite{5–7}. Moreover, in recent years, several works proposed graphene sensors based on electrical noise output \cite{7–10}.

Flicker noise in graphene is highly dependent on the growth technique, the device fabrication technology and the specific bias conditions \cite{5, 11–17}. A proper characterisation of magnitude and spectral properties of flicker noise is essential to enable its adoption as an industrial material for future electronics.
The analyzer is based on cross-correlation [26, 27], which rejects to a large extent the noise of the amplifiers, and thus allows to determine the device noise power spectrum under DC current excitation. Both analogue [28, 29] and digital [30, 31] cross-correlators have been described in the literature, the most accurate implementations being employed in Johnson noise thermometry experiments [32–34]. Although not perfect [35–37], the rejection of amplifiers’ noise given by correlation is particularly effective at low frequency, and therefore in flicker noise measurements.

The analyzer here described is based on a two-channel voltage signal conditioning system, including low-noise, high-gain amplifiers and a synchronous sampling system. The acquired samples are processed by a digital correlation algorithm. At variance with commercial signal analyzers (see e.g. [25] and [38]), the lowest measurement frequency can be virtually arbitrarily extended, with a number of frequency points up to $2^{17}$. Proper wiring and shielding reduce interferences to negligible levels.

In section 4, examples of flicker noise measurements on graphene samples are shown.

2. Noise measurement concepts

2.1. Basics of cross-correlation

Noise measurements on devices require the amplification of small signals. Amplifiers, however, introduce additional noise components. The cross-correlation method rejects the amplifiers’ noise by simultaneously amplifying the device noise with two different amplifiers and by combining their output signals in a suitable way.

Let us briefly review the cross-correlation method by referring to the principle schematic of figure 1: $v(t)$ represents the device noise signal, which is the quantity of interest; $e_1(t)$ and $e_2(t)$ are the amplifiers’ noise components; the amplifier gains are assumed to be 1, without loss of generality. We assume that the signals are realizations of stationary and ergodic random processes. For this class of processes, the main statistical properties are described by the auto- and cross-correlation functions or, equivalently, in the frequency domain, by the spectral density and cross-spectral density functions (or, respectively, spectrum and cross-spectrum).

The signals $v_1(t)$ and $v_2(t)$ at the amplifiers’ outputs are

$$v_1(t) = v(t) + e_1(t), \quad \text{(1)}$$

$$v_2(t) = v(t) + e_2(t). \quad \text{(2)}$$

We assume that $v(t)$, $e_1(t)$ and $e_2(t)$ are uncorrelated, that is, for all time lags $\tau$,

$$E\{e_1(t)e_2(t+\tau)\} = 0, \quad \text{(3)}$$

$$E\{v(t)e_i(t+\tau)\} = 0, \quad i = 1, 2, \quad \text{(4)}$$

where $E\{\cdot\}$ denotes the expected value of the argument. With these assumptions, the cross-correlation of $v_1(t)$ and $v_2(t)$ is

$$R_{12}(\tau) = E\{v_1(t)v_2(t+\tau)\},$$

$$= E\{[v(t) + e_1(t)]v(t+\tau) + e_2(t + \tau)]\},$$

$$= E\{v(t)v(t+\tau)\} + 0,$$

$$= R_{vv}(\tau), \quad \text{(5)}$$

which coincides with the auto-correlation function $R_{vv}(\tau)$ of the device noise. The terms depending on the uncorrelated noise components are thus rejected: there only remains the term depending on the correlated noise at the amplifiers’ inputs.

Equivalently, in the frequency domain, the cross-spectrum, which is defined as the Fourier transform of the cross-correlation $R_{12}(\tau)$, coincides with the spectrum $S_v(f)$ of the only correlated component. In fact, from (5),

$$S_{12}(f) = \int_{-\infty}^{\infty} R_{12}(\tau) e^{-j2\pi f \tau} \, d\tau,$$

$$= \int_{-\infty}^{\infty} R_{vv}(\tau) e^{-j2\pi f \tau} \, d\tau = S_v(f). \quad \text{(6)}$$

Typically, to estimate $S_{12}(f)$ and $S_v(f)$, the signals $v_1(t)$ and $v_2(t)$ are periodically and simultaneously sampled and acquired with sampling period $T_s$. We denote the N acquired samples by $v_1[n]$ and $v_2[n], n = 1, \ldots, N$.

We choose the cross-periodogram [39, section 9.5] as an estimator of the cross-spectrum and to reduce the uncertainty we adopt the Bartlett lag window [40, section 6.2]. Let us consider $NM$ samples splitted into $M$ groups of $N$ samples each; the cross-periodogram associated to group $m, m = 1, \ldots, M$, is

$$\hat{S}_{12,m}(f_k) = \frac{T_s}{N} \left\{ \sum_{n=1}^{N} v_1[(m-1)N + n] e^{-j2\pi f_k n T_s} \right\}^* \times \left\{ \sum_{n'=1}^{N} v_2[(m-1)N + n'] e^{-j2\pi f_k n' T_s} \right\}, \quad \text{(7)}$$

where $f_k = k/(NT_s), \quad k = 0, \ldots, N - 1$, are the Fourier frequencies and the asterisk denotes complex conjugation. The reciprocal of the acquisition time $T_0 = NT_s$ corresponds to the resolution bandwidth. The average value of the $M$ periodograms,

$$\hat{S}_{12}(f_k) = \frac{1}{M} \sum_{m=1}^{M} \hat{S}_{12,m}(f_k), \quad \text{(8)}$$

is an estimator of $S_{12}(f)$ whose variance [39, section 9.5]

$$\text{var}\{\hat{S}_{12}(f_k)\} \sim \frac{1}{M} S_v(f_k) S_v(f_k) \quad \text{(9)}$$

depends on $M$ and on the power spectral densities of the signals $v_1(t)$ and $v_2(t)$,

$$S_v(f_k) = S_v(f_k) + S_v(f_k) \quad j = 1, 2. \quad \text{(10)}$$

The uncertainty of this estimator thus depends on the amplifiers’ noise, and choosing a sufficiently large $M$ allows to reduce the uncertainty to the desired level.
2.2. Systematic error sources

A detailed analysis of the error sources in the cross-correlation method can be found in [36, 37, 41]. Here we briefly summarize the results in a form suitable to estimate the systematic error of the setup described in section 3.

A simplified equivalent circuit for the error analysis is shown in figure 2. The device is represented by a Thévenin’s equivalent circuit composed of the noise signal source \( v(t) \) in series with the resistance \( R \). The two amplifiers have equal gain, which we assume to be 1, and equal input impedance \( Z_i(f) \). The amplifiers’ output voltages are \( v_1(t) \) and \( v_2(t) \). The voltage sources \( e_1(t) \) and \( e_2(t) \) represent the equivalent input noise voltage of the amplifiers; the current sources \( j_1(t) \) and \( j_2(t) \) represent the input short-circuit noise current of the amplifiers.

The currents \( j_1(t) \) and \( j_2(t) \), crossing \( R \) and the impedances \( Z_i \), generate a voltage which adds to the signal of interest, thus causing a systematic error in the estimation of \( S_v(f) \). Following [37], it can be shown that the systematic error \( \Delta S_v(f) \) on \( S_v(f) \) is given by

\[
\Delta S_v(f) = R^2 [S_{j_1}(f) + S_{j_2}(f)] - R \frac{\text{Re}[A(f)S_{e_1j_1}(f) + A(f)S_{e_2j_2}(f)]}{|A(f)|^2},
\]

where \( S_{j_1}(f) \) and \( S_{j_2}(f) \) are, respectively, the spectral density functions of \( j_1(t) \) and \( j_2(t) \), \( S_{e_1j_1}(f) \) and \( S_{e_2j_2}(f) \) are, respectively, the cross-spectral density functions between \( e_1(t) \) and \( j_1(t) \) and between \( e_2(t) \) and \( j_2(t) \),

\[
A(f) = \frac{1}{1 + 2R/Z_i(f)}
\]

is the input attenuation, and the operator \( \text{Re} \) takes the real part of the argument.

At low frequency, capacitive effects are negligible and the input impedance is usually very high. As a consequence, \( |A(f)| \approx 1 \) and the contribution of the voltage noise to \( S_{j_1}(f) \) and \( S_{j_2}(f) \) is usually negligible (see also [37]). The
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![Figure 1. Equivalent circuit of a spectrum analyzer based on the cross-correlation method.](image1)

![Figure 2. Equivalent circuit for the analysis of systematic errors.](image2)
cross-spectra $S_{ej1}(f)$ and $S_{ej2}(f)$ are of difficult evaluation, but at low frequency their contribution is usually negligible too. Taking into account these conditions, we shall approximate the error at low frequency as

$$\Delta S_v(f) \approx R^2[S_{j1}(f) + S_{j2}(f)].$$

(13)

3. Measurement setup

The voltage noise of a device or a circuit can be measured with a digital correlation spectrum analyzer in a shielded and temperature controlled environment. Here the device is a graphene sample in the form of a Hall bar. If the sample is unbiased, the measured signal includes only the thermal, white noise component. Instead, if the sample is crossed by a DC bias current, both white and excess noise components are measured.

The measurement setup, as shown diagrammatically in figure 3, is composed of a test circuit, amplifiers and a data acquisition board. Here we describe the setup in a two-terminal configuration; the extension to the four-terminal configuration is straightforward.

The test circuit, represented in figure 4, allows to measure the noise signal $v(t)$ of the sample with or without a DC bias current, which can be turned on and off by the switch S. The bias current is generated by the voltage source $E$ in series with the 10 M$\Omega$ metal resistor $R_B$, having negligible excess noise. The voltage source $E$ consists of four series-connected 1.2 V NiCd batteries and a dip switch allowing to set $E$ to 1.2V, 2.4V, 3.6V or 4.8V. The two outputs, 1 and 2, are AC coupled by two high-pass filters with a cutoff frequency of 34 mHz. The test circuit is shielded by a box connected to the low terminal of the battery.

The noise signal $v(t)$ at the outputs 1 and 2 is then amplified simultaneously by two two-stage low noise amplifiers with a total gain of $10^4$ (figure 3). The first stage is composed of two battery-powered commercial amplifiers with a gain of 100: an EG&G PAR 113 pre-amplifier (10 nV Hz$^{-1/2}$ nominal voltage noise, 7 fA Hz$^{-1/2}$ current noise at 1 kHz) and an EG&G PAR 5113 pre-amplifier (4 nV Hz$^{-1/2}$ nominal voltage noise, 40 fA Hz$^{-1/2}$ current noise at 1 kHz). The second stage is composed of two bespoke amplifiers with a gain of 100 (10 nV Hz$^{-1/2}$ voltage noise), powered by a dedicated regulated power supply.
The test circuit (figure 5(a)) and the two two-stage amplifiers are contained in an electrically and magnetically shielded µmetal box, as shown in figure 5(b). The amplifiers’ outputs are connected to a PXI rack, equipped with the data acquisition board (National Instruments 4462) that communicates through an optical fiber with a computer. The board is characterized by a resolution of 24 bit and a maximum sampling frequency of 204.8 kHz. A software controls the signal acquisition. A typical measurement is composed of \( N = 2^{17} \) pairs of samples acquired at a sampling rate of 20 kHz. The resolution bandwidth is 0.153 Hz and the duration \( T_0 \) of a single acquisition is of about 6.5 s. The shielded boxes and the amplifiers have the same ground connected to the PXI external ground.

4. Example measurements on graphene samples

As an example application of the setup described in section 3, we present a series of noise measurements on two graphene samples, labeled respectively AEM23C and AEM22A (see [17] for an in-depth analysis of the measurements). The Hall bars were fabricated from commercial chemical vapor deposited monolayer graphene. The geometry was defined by means of electron beam lithography and oxygen plasma etching. Cr/Au electrodes were deposited with an electron-gun evaporator. Figure 6(a) shows a scanning electron microscope image of the sample AEM23C.

Noise measurements were performed in two- and four-terminal configurations (see figures 6(b) and (c)), and at
different bias current levels. The two-terminal configuration corresponds to the schematic of figure 4.

Figure 7(a) shows the successful rejection of uncorrelated noise by the cross-correlation technique. In this figure, three voltage noise spectra from sample AEM23C are reported. The two spectra labelled $\hat{S}_{v_1}(f)$ and $\hat{S}_{v_2}(f)$ were measured in the two-terminal configuration with no bias current and represent the measurements at the two amplifiers’ outputs (scaled by the gain). The spectrum labelled $\hat{S}_{12}(f)$ is the estimated cross-spectrum of $\hat{S}_{v_1}(f)$ and $\hat{S}_{v_2}(f)$. All the estimated spectra were obtained by averaging $M = 250$ periodograms. The spectra $\hat{S}_{v_1}(f)$ and $\hat{S}_{v_2}(f)$ contain the thermal noise from the unbiased sample but also the amplifiers’ noise, with 1/f components. These components are uncorrelated and are rejected in the cross-spectrum $\hat{S}_{12}(f)$ as expected from (5).

Figure 7(b) reports four cross-spectra, obtained in both two-terminal (2T) and four-terminal (4T) configurations and with (on) or without (off) bias current. The cross-spectra from the unbiased sample consist of the thermal noise component only; the thermal noise level measured in two- and four-terminal configurations is the same because the equivalent resistance of the sample as seen from the voltage terminals is the same in both configurations (figure 6). Instead, the cross-spectra from the biased sample contain also a 1/f noise component, and the 1/f noise level in the two-terminal configuration is one order of magnitude greater than that in the four-terminal configuration. This ratio is due to the fact that in the two-terminal configuration the bias current crosses the c-shaped graphene segment (dashed line in figure 6(b)) and the contacts, whereas in the four-terminal configuration the bias current crosses only the center bar of the sample (dashed line in figure 6(c)) and only a fraction of the generated 1/f noise is thus measured. Given the sample geometry and the bias current paths, if the excess noise were generated in the graphene only, there would have been a ratio of about 3 between the 1/f noise levels measured in two- and four-terminal configurations. The extra factor can be ascribed to the contacts [17].

The systematic error due to the amplifiers’ input currents can be estimated from (13) and from the amplifiers’ current noise specifications reported in section 3. It is worth noting that for FET-input amplifiers, like those chosen for this experiment, the current noises $S_{v_1}(f)$ and $S_{v_2}(f)$ are white down to very low frequency, and this implies that the systematic error is constant also in the flicker noise region of interest. For a resistance of the order of 10 kΩ, $\Delta S_{v}(f) \approx 1.6 \times 10^{-19} \text{ V}^2 \text{ Hz}^{-1}$, independent of frequency. The type A uncertainty associated to the spectra can be evaluated from (9). For instance, from figure 7(a),

$$\hat{S}_{v_1}(f) \approx 2 \times 10^{-16} \text{ V}^2 \text{ Hz}^{-1} \times \left(1 + \frac{20 \text{ Hz}}{f}\right) \tag{14}$$

and

$$\hat{S}_{v_2}(f) \approx 3 \times 10^{-16} \text{ V}^2 \text{ Hz}^{-1} \times \left(1 + \frac{20 \text{ Hz}}{f}\right), \tag{15}$$

from which, taking into account that $M = 250$, $u(\hat{S}_{12}(f)) \approx 1.5 \times 10^{-17} \text{ V}^2 \text{ Hz}^{-1}$ in the white noise region and $u(\hat{S}_{12}(f)) \approx 3 \times 10^{-16} \text{ V}^2/f$ in the 1/f noise region. A similar analysis can be performed for figure 7(b). Indeed, the type A uncertainty can be further reduced by increasing $M$.

To give a further example, we report in figure 8(a) a number of measurements on the sample AEM22A, in two-terminal configuration at bias current levels of approximately 120 nA, 240 nA, 360 nA, 480 nA. Also in this case the rejection of uncorrelated noise is successful for all the spectra. It can be observed that the flicker noise level increases with the bias current. The expected quadratic dependence [42, 43] is confirmed by figure 8(b), which reports the spectra normalized to the square of the corresponding applied current.
We finally remark upon the virtual absence of 50 Hz power-line disturbances from the spectra of figures 7(a) and (b), showing the effectiveness of the shielding arrangement employed in the experiment (in figure 8(a), the level of 50 Hz disturbances is slightly higher because, at the time of that measurement, the grounding scheme was not yet optimized).

5. Conclusions

The spectrum analyzer described, based on digital sampling and a cross-correlation algorithm, allows measurements of excess noise at frequencies down to the 100 mHz range, limited only by the cutoff frequency of the high-pass filters employed. The whole sequence of samples is recorded for off-line processing, allowing further statistical analyses to be performed, or the selective removal of outliers generated by burst interferences.

A model of the residual correlation effects, which can give rise to systematic noise errors, has been developed. The model and the experiment confirm that, whereas the employed general-purpose front-end amplifiers have a large flicker noise voltage, the resulting analyzer noise floor is white even at very low frequency.

Excess noise spectra from graphene samples, either in two-terminal or four-terminal configuration and at different bias current levels, were measured. The noise generated by a graphene layer and by the graphene-metal contacts was measured with high resolution, allowing accurate quantitative determinations of the flicker noise exponent, and of its magnitude dependence on the excitation current. These parameters are of special interest for the proper identification of the noise generation mechanisms as shown in [17].
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