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1.  Introduction

Single-photon sources (SPSs) [1–3], i.e. sources that are able 
to produce single photons on demand, can prove to be key 
elements for the development of quantum optical technolo-
gies. They will also be essential for providing metrological 
support for the development and commercialisation of these 
technologies, as well as for radiometry and photometry at the 
single-photon level. SPSs based on different physical systems 
(parametric down-conversion [4–11], quantum dots [12, 13], 
trapped ions [14], molecules [15] and colour centres in dia-
mond [16–25]) and single-photon sensitive detectors [26, 27] 
and cameras [28] are widely available today as well as more 
complex equipment such as quantum key distribution systems 

[29, 30]. Despite several recent dedicated studies [31, 32], a 
standardized methodology for the characterization of SPSs 
has not emerged.

The typical parameter employed to test the properties of a 
SPS is the second order correlation function (or Glauber func-
tion) defined as

g�2��τ � 0� �
�I�t�I�t � τ��
�I�t���I�t � τ��

�����
τ�0

,� (1)

where I(t) is the intensity of the optical field. In the regime 
of low photon flux, this parameter has been shown to be 
substantially equivalent to the parameter α introduced by 
Grangier et al [33], which is experimentally measured as the 
ratio between the coincidence probability at the output of a 
Hanbury Brown and Twiss (HBT) interferometer [34], typi-
cally implemented by a 50:50 beam-splitter connected to two 
non photon-number-resolving detectors, and the product of 
the click probabilities at the two detectors, i.e.:
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g(2)(τ = 0) ≈ α =
PC

PAPB
,

�
(2)

where PC, PA, PB are, respectively, the coincidence and click 
probabilities at the outputs A, B of an HBT interferometer. 
This identity holds strictly for very low value of the click-
probabilities PA and PB (namely much less than 0.1), i.e. for 
very faint SPSs, while it is only approximately verified for 
brighter sources. Due to the equivalence between g(2)(0) and 
α in the regime typical of quantum optics experiments, all 
experimental measurements of g(2)(0) in the relevant litera-
ture are actually measurements of α, since the two parameters 
are used substantially without distinction in this community.

This work presents a systematic study of the α measure-
ment for a SPS in the pulsed regime, with the purpose of 
developing a measurement procedure and an analysis of the 
uncertainty to provide an unbiased value of the measurand 
which is independent of the experimental apparatus used, 
ultimately producing an estimate unaffected by the non-ideal 
behavior of the physical systems. Consensus on such a pro-
cedure would produce great benefits for the metrology com-
munity, enabling the development of SPS characterization 
techniques that are robust enough for practical measurement 
services. The results reported in this work were obtained 
during a pilot study performed by INRIM, NPL and PTB. This 
is a precursor to organising an international comparison on the 
g(2)(0) measurement, which would pave the way for the reali-
zation of a mutual recognition agreement on the calibration of 
key elements for forthcoming optical quantum technologies, 
such as SPSs and single-photon detectors. This comparison 
was hosted at INRIM from October 16 to October 29 2017 and 
was composed of two joint measurements of α on the same 
emitter: one performed by INRIM and PTB and the other one 
by INRIM and NPL. This procedure was adopted because it 
allows the results of two measuring devices operating simul-
taneously to be compared. Measurements on the same source 
at different times can yield slightly different results, since the 

imperfectly reproducible alignment of the source can lead to a 
different amount of noise coupled to the detection system. An 
SPS based on a nitrogen-vacancy centre excited in the pulsed 
regime, emitting single photons in the spectral range from 
650 nm to 750 nm was used as a source.

An analogous effort to establish a proper procedure for the 
measurement of the g(2) function of a telecom heralded SPS 
(in continuous regime) can be found in [35].

2.  Measurement technique

With regards to equation  (2), probabilities PC, PA, PB are 
estimated as the ratio between the total number of the corre
sponding events versus the number of excitation pulses during 
the experiment, i.e. Px = Nx/(Rtacq)(x = C, A, B), where R is 
the excitation rate and tacq is the total acquisition time. The 
value of the measurand is independent from the total efficien-
cies (ηA, ηB) of individual channels (including detection and 
coupling efficiency), optical losses and splitting ratio since

α =
ηAηBPC

ηAPAηBPB
=

PC

PAPB
.� (3)

The value of the parameter from the experimental data, cor-
rected for the contribution of the background coincidences 
(due, for example, to stray light or residual excitation light), 
can be estimated as follows:

α =
PC − PCbg

(PA − PAbg)(PB − PBbg)
,� (4)

where PCbg, PAbg, PBbg are, respectively, the coincidence and 
click probabilities of background photons, calculated analo-
gously to their counterparts PC, PA, PB.

Figure 1 shows the typical chronogram of the behaviour of 
a pulsed SPS obtained by sampling the coincidence events at 
the two outputs of an HBT interferometer. The coincidence 
probability has been estimated as the ratio between the total 
number of events in the chronogram falling in a fixed temporal 

Figure 1.  Typical chronogram of the coincidence events registered with an HBT interferometer. The three identical highlighted time 
intervals are used to estimate, respectively, background coinicidences (a), true coincidences (b) and accidental coincidences (c).
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window w around the central peak (showing antibunching, i.e. 
the ‘b’ interval in figure  1) and the total number of excita-
tion pulses occurring in the acquisition time. The product 
PAPB , corresponding to the probability of accidental coinci-
dences, has been evaluated by integrating the events occur-
ring in an equal interval around the subsequent peak (‘c’ 
interval in figure 1) not showing antibunching (always divided 
by the number of pulses). In fact, those coincidence events 
(amounting to Nξ) are related to independent events (coinci-
dences between single photons emitted after two subsequent 
laser pulses and detected by detector A and detector B respec-
tively) and thus Pξ − Pbg = (Nξ − Nbg)/(R ∗ tacq).

The parameter to be estimated is thus:

αexp =
NC − Nbg

Nξ − Nbg
,� (5)

where (Ni being the coincidence events sampled in the ith 
channel)

NC =

kw/2∑
i=−kw/2

Ni,� (6)

Nξ =

T+kw/2∑
i=T−kw/2

Ni,� (7)

kw is the number of bins corresponding to the chosen coin-
cidence window w, Nbg is the estimated background due to 
spurious coincidences (the number of events in the ‘a’ interval 
in figure 1) and T  is the excitation period (expressed in bins).

In figure 1 two backflash peaks [36–38] can be observed 
on either side of the central peak. These are due to secondary 
photon emission that arises from the avalanche of charge 
carriers that occurs in one of the two detectors in the HBT 
interferometer as a photon is absorbed and that are afterwards 
detected from the other detectors. To avoid overestimating α, 
these peaks must not be included in the coincidence window.

The presence of the backflash peaks prevented us to esti-
mate PA, PB directly from the counts of the two detectors, 
since we were forced to consider a coincidence window 
smaller than the NV-center emission time window (of the 
order of tens of nanoseconds, i.e. at least three NV lifetimes). 
For this reason we estimated PA PB consistently with the coin-
cidences measured at time 0. The probability of observing a 
coincidence in the autocorrelation window around the peak 
at 400 ns can be underestimated by the presence of the coin-
cidence counts between 0 and 400 ns, because of detectors 
and electronics dead-time. Due to the extremely low level of 
counts in this interval, we have estimated that this correction 
is negligible within the declared probability uncertainty.

3.  Measurement facility

Figure 2 shows the experimental setup: a laser-scanning 
confocal microscope whose signal is split by a 50:50 beam-
splitter and connected to two measurement devices, i.e. two 
single-photon sensitive HBT interferometers. Note that, 
according to the model described in section  2, the value of 
α measured by the two HBT interferometers is independent 
of optical losses and splitting ratio at the beam-splitter. The 
excitation light, produced by a pulsed laser (48 ps FWHM, 
560 pJ per pulse) emitting at 532 nm with a repetition rate 
R = 2.5 MHz was focused by a 100× oil-immersion objective 
on the nano-diamond (ND) sample hosting an SPS based on a 
single NV center of negative charge, with emission in a broad 
spectral band starting approximately at 630 nm and ending at 
750 nm (λZPL = 638 nm) [17]. The optical filters used were a 
notch filter at 532 nm and two long-pass filters (FEL600 and 
FEL650). The photoluminescence signal (PL), thus occurring 
in a 650 nm–750 nm spectral range, was collected by a multi-
mode fibre and split by a 50:50 beam-splitter (BS). As stated 
above, each end of the BS was connected to a separate HBT 
setup used for the joint measurement. In particular:

Figure 2.  Scheme of the experimental setup: the output of a laser-scanning confocal microscope is split by a 50:50 beam-splitter and 
directed to two independent HBTs measurement systems performing the comparison. One of the measurement devices is held by the host 
institution (INRIM) while the other one is used, in turn, by the other two partners (NPL, PTB).
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	 •	�The INRiM facility was composed of a fused 50:50 fibre 
beam-splitter connected to two Excelitas SPCM-AQR-
14-FC single-photon avalanche detectors (SPADs). 
Single and coincidence counts were sampled via ID 
Quantique ID800 time-to-digital converter (60 ps time 
resolution).

	 •	�The NPL facility was composed of a fused 50:50 fibre 
beam-splitter connected to two Perkin-Elmer SPCM-
AQR-14-FC single-photon avalanche detectors (SPADs). 
Coincidence counts were sampled via PicoQuant 
HydraHarp 400 multichannel picosecond event timer  
(1 ps time resolution).

	 •	�The PTB facility was composed of a fused 50:50 fibre 
beam-splitter connected to two Excelitas SPCM-AQR-
14-FC single-photon avalanche detectors (SPADs). Single 
and coincidence counts were sampled via PicoQuant 
HydraHarp 300 multichannel picosecond event timer  
(4 ps time resolution).

The detailed description of the sample fabrication and prep
aration is reported elsewhere [39].

4.  Results

Each measurement consisted of 10 runs each of 500 s acqui-
sition time. The total coupling rate, accounting for limited 
SPS quantum efficiency, collection angle, optical losses 

Figure 3.  Distribution of the individual measurements performed by INRIM (left) and PTB (right) in joint measurement.

Figure 4.  Distribution of the individual measurements performed by INRIM (left) and NPL (right) in joint measurement.

Table 1.  Uncertainty Budget (k = 2) associated with INRIM (in 
joint measurement with NPL).

Quantity Value
Standard  
unc. Sens. coeff.

Unc.  
contribution

NC 1000 70 1.5 × 10−4 1 × 10−2

Nξ 7400 900 −9 × 10−6 −1 × 10−2

NBG 560 30 −1.4 × 10−4 −3 × 10−3

αexp 0.065 0.005

Table 2.  Uncertainty Budget (k = 2) associated with NPL 
measurement (in joint measurement with INRIM).

Quantity Value
Standard  
unc.

Sens. 
coeff.

Unc.  
contribution

NC 900 200 2 × 10−4 2 × 10−2

Nξ 6000 2000 −1 × 10−5 −2 × 10−2

NBG 540 50 −2 × 10−4 −7 × 10−3

αexp 0.068 0.005

Table 3.  Uncertainty Budget (k = 2) associated with INRIM 
measurement (in joint measurement with PTB).

Quantity Value
Standard  
unc.

Sens. 
coeff.

Unc.  
contribution

NC 800 100 2 × 10−4 3 × 10−2

Nξ 5000 1000 −2 × 10−5 −2 × 10−2

NBG 380 30 −2 × 10−4 −6 × 10−3

αexp 0.079 0.009
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and detection efficiency (excluding the splitting ratio of the 
detector-tree), has been estimated as the ratio between the 
counting rate of the detectors (summing over all four of them) 
and the excitation rate, yielding ηTOT = (1.76 ± 0.01)%. The 
coincidence window w considered for evaluating the reported 
α was w = 16 ns. By repeating the analysis for different tem-
poral widths w it was observed that the results were consis-
tent as long as the backflash peaks were not included in the 
coincidence window (see figure 5). Figures 3 and 4 show the 
distributions of the αexp values measured by each partner; the 
continuous line indicates the mean value and the dashed lines 
draw a 1-σ confidency band around the mean value. Tables 1–
4 report the uncertainty budgets associated with the measure-
ments. The summary of the results of the joint measurement is 
presented in table 5. We observe that individual measurement 
sessions (INRIM/NPL and INRIM/PTB) yield results that are 
extremely consistent. Mechanical instability in the coupling 
of the source may be the reason why the two sessions are not 
perfectly in agreement and the results of the INRIM/PTB 
joint measurements yield a slightly higher α value (as well 
as greater associated uncertainty) with respect to the INRIM/
NPL ones. In fact, the agreement in the INRIM/NPL mea-
surements is better than indicated by figure 4 and the calcul
ations, since the NPL measurements took longer than the 
INRIM measurements, the last two NPL measurements being 
performed after INRIM had completed its measurements. 
However, all values are compatible within the uncertainty 

(k = 2). The uncertainties on the results of the measurements 
have been calculated as combined standard uncertainties for 
correlated input parameters Nx (x = C , ξ, bg) according to 
the formula [40]:

uc(αexp) =

√√√√∑
x

(
∂αexp

∂Nx

)2

u(Nx)2 + 2
∑
x,y

ρxy

(
∂αexp

∂Nx

)(
∂αexp

∂Ny

)
u(Nx)u(Ny),

� (8)
where the correlation coefficient ρxy is defined as

ρxy =
〈NxNy〉 − 〈Nx〉〈Ny〉

u(Nx)u(Ny)
.� (9)

5.  Dependence on the coincidence window

To prove that the estimation of α is independent of the choice 
of the time interval of integration, we performed an analysis 
of the values of the measurand obtained by varying the coin-
cidence window w. The results are shown in figure 5, demon-
strating that, as long as the backflash peaks are not included in 
the integration, the estimate is consistent independently of w.

6.  Conclusions

A pilot study on the characterization of a pulsed-pumped test 
SPS based on a NV centre in nanodiamonds was performed by 
INRIM, NPL and PTB and hosted by INRIM. This study will 
greatly benefit the single-photon metrology community, as 

Table 5.  Summary of the results of the joint measurements 
performed by INRIM, NPL and PTB (k = 2).

INRIM PTB

αexp 0.079 ± 0.009 0.076 ± 0.007
INRIM NPL

αexp 0.065 ± 0.005 0.068 ± 0.005

Table 4.  Uncertainty Budget (k = 2) associated with PTB 
measurement (in joint measurement with INRIM).

Quantity Value
Standard  
unc.

Sens.  
coeff.

Unc.  
contribution

NC 900 70 2 × 10−4 2 × 10−2

Nξ 5300 900 −2 × 10−5 −2 × 10−2

NBG 530 40 −2 × 10−4 −6 × 10−3

αexp 0.076 0.007

Figure 5.  Value of αexp as a function the coincidence window w (k = 1). For the sake of clarity, the data (i.e. the red dots) are compared to 
the normalized chronogram of the coincidences (without background subtraction), shown in gray.
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well as rapidly-growing quantum-technology-related indus-
tries. The main result of this study was the development of a 
standardized measurement technique as well as an uncertainty 
estimation procedure. The validity of the technique (system-
independent and unaffected by the non-ideality of the appa-
ratus) is demonstrated by the results obtained, yielding for all 
the participants estimated values of g(2)(0) that are compatible 
within the uncertainty (k = 2).
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Appendix.  Lifetime estimation

The mean lifetime associated with the source has been esti-
mated by numerically fitting the coincidence histograms (as in 
figure 1) via the single-exponential function [41–43]

f (τ) = a + b
+∞∑

n=−∞

(
1 − δ0n

c

)
e−

|τ−n∆t|
d ,� (A.1)

where a corresponds to the number of background coinci-
dences, b is a normalization factor, δ0n is the Dirac Delta, c 
is the number of excited emitters, n is the excitation pulse 
number, ∆t  is the excitation period and, finally, d  accounts 
for the lifetime (convoluted with the detectors’ jitter) of the 
center. Figure A1 shows the results of the lifetime estimation 
independently performed by the partners. Each value in the 
plot represents the mean of the results of 10 fits (one for each 

experimental run performed by one partner). Averaging the 
results, it is obtained the value tLIFE = (15.34 ± 0.08) ns.

References

	 [1]	 Migdall A, Polyakov S V, Fan J and Bienfang J C (ed) 2013 
Single-Photon Generation and Detection Physics and 
Applications vol 45 (New York: Academic) pp 1–562

	 [2]	 Genovese M 2016 J. Opt. 18 073002
	 [3]	 Chunnilall C J, Degiovanni I P, Kück S, Müller I and 

Sinclair A G 2014 Opt. Eng. 53 081910
	 [4]	 Ramelow S et al 2013 Opt. Express 21 6707–17
	 [5]	 Krapick S, Herrmann H, Quiring V, Brecht B, Suche H and 

Silberhorn C 2013 New J. Phys. 15 033010
	 [6]	 Förtsch M, Fürst J U, Wittmann C, Strekalov D, Aiello A, 

Chekhova M V, Silberhorn C, Leuchs G and Marquardt C 
2013 Nat. Commun. 4 1818

	 [7]	 Montaut N, Sansoni L, Meyer-Scott E, Ricken R, Quiring V, 
Herrmann H and Silberhorn C 2017 Phys. Rev. Appl. 
8 024021

	 [8]	 Oxborrow M and Sinclair A G 2005 Contemp. Phys. 
46 173–206

	 [9]	 Eisaman M D, Fan J, Migdall A and Polyakov S V 2011 Rev. 
Sci. Instrum. 82 071101

	[10]	 Brida G, Degiovanni I P, Genovese M, Migdall A, Piacentini F, 
Polyakov S V and Ruo Berchera I 2011 Opt. Express 
19 1484–92

	[11]	 Brida G et al 2012 Appl. Phys. Lett. 101 221112
	[12]	 Shields A J 2007 Nat. Photon. 1 215–23
	[13]	 Arita M, Le Roux F, Holmes M J, Kako S and Arakawa Y 

2017 Nano Lett. 17 2902–7
	[14]	 Diedrich F and Walther H 1987 Phys. Rev. Lett. 58 203–6
	[15]	 Lounis B and Moerner W E 2000 Nature 407 491
	[16]	 Aharonovich I, Englund D and Toth M 2016 Nat. Photon. 

10 631
	[17]	 Kurtsiefer C, Mayer S, Zarda P and Weinfurter H 2000 Phys. 

Rev. Lett. 85 290
	[18]	 Beveratos A, Brouri R, Gacoin T, Poizat J-P and Grangier P 

2001 Phys. Rev. A 64 061802
	[19]	 Beveratos A, Khün S, Brouri R, Gacoin T, Poizat J-P and 

Grangier P 2002 Eur. Phys. J. D 18 191
	[20]	 Gatto Monticone D et al 2014 Int. J. Quantum Inf. 12 1560011
	[21]	 Gatto Monticone D et al 2014 New J. Phys. 16 053005
	[22]	 Schröder T, Mouradian S L, Zheng J, Trusheim M E, 

Walsh M, Chen E H, Li L, Bayn I and Englund D 2016 
J. Opt. Soc. Am. B 33 B65–83

	[23]	 Forneris J et al 2015 Sci. Rep. 5 15901
	[24]	 Ditalia Tchernij S et al 2017 ACS Photonics 4 2580–6
	[25]	 Prestopino G et al 2017 Appl. Phys. Lett. 11 111105
	[26]	 Lolli L et al 2011 Int. J. Quantum Inf. 9 405
	[27]	 Itzler M A, Ben-Michael R, Hsu C-F, Slomkowski K, Tosi A, 

Cova S, Zappa F and Ispasoiu R 2007 J. Mod. Opt. 
54 283–304

	[28]	 Guerrieri F, Tisa S, Tosi A and Zappa F 2010 Single-photon 
camera for high-sensitivity high-speed applications Proc. 
SPIE 7536 753605

	[29]	 Walenta N et al 2014 New J. Phys. 16 013047
	[30]	 Fröhlich B, Lucamarini M, Dynes J F, Comandar L C, 

Tam W W-S, Plews A, Sharpe A W, Yuan Z and Shields A J 
2017 Optica 4 163

	[31]	 Vaigu A, Porrovecchio G, Chu X-L, Lindner S, Smid M, 
Manninen A, Becher C, Sandoghdar V, Götzinger S and 
Ikonen E 2017 Metrologia 54 218–23

	[32]	 Rodiek B et al 2017 Optica 4 71–6
	[33]	 Grangier P, Roger G and Aspect A 1986 Europhys. Lett.  

1 173–9

Figure A1.  Results of the emitter’s lifetime τ  (k = 1) joint 
measurement respectively performed by: INRIM (blue dot) and 
NPL (red dot), INRIM (green dot) and PTB (orange dot).

Metrologia 56 (2019) 015016

https://doi.org/10.1088/2040-8978/18/7/073002
https://doi.org/10.1088/2040-8978/18/7/073002
https://doi.org/10.1117/1.OE.53.8.081910
https://doi.org/10.1117/1.OE.53.8.081910
https://doi.org/10.1364/OE.21.006707
https://doi.org/10.1364/OE.21.006707
https://doi.org/10.1364/OE.21.006707
https://doi.org/10.1088/1367-2630/15/3/033010
https://doi.org/10.1088/1367-2630/15/3/033010
https://doi.org/10.1038/ncomms2838
https://doi.org/10.1038/ncomms2838
https://doi.org/10.1103/PhysRevApplied.8.024021
https://doi.org/10.1103/PhysRevApplied.8.024021
https://doi.org/10.1080/00107510512331337936
https://doi.org/10.1080/00107510512331337936
https://doi.org/10.1080/00107510512331337936
https://doi.org/10.1063/1.3610677
https://doi.org/10.1063/1.3610677
https://doi.org/10.1364/OE.19.001484
https://doi.org/10.1364/OE.19.001484
https://doi.org/10.1364/OE.19.001484
https://doi.org/10.1063/1.4768288
https://doi.org/10.1063/1.4768288
https://doi.org/10.1038/nphoton.2007.46
https://doi.org/10.1038/nphoton.2007.46
https://doi.org/10.1038/nphoton.2007.46
https://doi.org/10.1021/acs.nanolett.7b00109
https://doi.org/10.1021/acs.nanolett.7b00109
https://doi.org/10.1021/acs.nanolett.7b00109
https://doi.org/10.1103/PhysRevLett.58.203
https://doi.org/10.1103/PhysRevLett.58.203
https://doi.org/10.1103/PhysRevLett.58.203
https://doi.org/10.1038/35035032
https://doi.org/10.1038/35035032
https://doi.org/10.1038/nphoton.2016.186
https://doi.org/10.1038/nphoton.2016.186
https://doi.org/10.1103/PhysRevLett.85.290
https://doi.org/10.1103/PhysRevLett.85.290
https://doi.org/10.1103/PhysRevA.64.061802
https://doi.org/10.1103/PhysRevA.64.061802
https://doi.org/10.1142/S0219749915600114
https://doi.org/10.1142/S0219749915600114
https://doi.org/10.1088/1367-2630/16/5/053005
https://doi.org/10.1088/1367-2630/16/5/053005
https://doi.org/10.1038/srep15901
https://doi.org/10.1038/srep15901
https://doi.org/10.1021/acsphotonics.7b00904
https://doi.org/10.1021/acsphotonics.7b00904
https://doi.org/10.1021/acsphotonics.7b00904
https://doi.org/10.1063/1.4996825
https://doi.org/10.1063/1.4996825
https://doi.org/10.1142/S0219749911007022
https://doi.org/10.1142/S0219749911007022
https://doi.org/10.1080/09500340600792291
https://doi.org/10.1080/09500340600792291
https://doi.org/10.1080/09500340600792291
https://doi.org/10.1117/12.838958
https://doi.org/10.1117/12.838958
https://doi.org/10.1088/1367-2630/16/1/013047
https://doi.org/10.1088/1367-2630/16/1/013047
https://doi.org/10.1364/OPTICA.4.000163
https://doi.org/10.1364/OPTICA.4.000163
https://doi.org/10.1088/1681-7575/aa5ba2
https://doi.org/10.1088/1681-7575/aa5ba2
https://doi.org/10.1088/1681-7575/aa5ba2
https://doi.org/10.1364/OPTICA.4.000071
https://doi.org/10.1364/OPTICA.4.000071
https://doi.org/10.1364/OPTICA.4.000071
https://doi.org/10.1209/0295-5075/1/4/004
https://doi.org/10.1209/0295-5075/1/4/004
https://doi.org/10.1209/0295-5075/1/4/004


E Moreva et al

7

	[34]	 Hanbury Brown R and Twiss R Q 1956 Nature 177 27
	[35]	 Rebufello E et al 2018 (arXiv:1807.10493)
	[36]	 Meda A, Degiovanni I P, Tosi A, Yuan Z, Brida G and 

Genovese M 2017 Light-Sci. Appl. 6 e16261
	[37]	 Kurtsiefer C, Zarda P, Mayer S and Weinfurter H 2001 J. Mod. 

Opt. 48 2039
	[38]	 Goetzberger A, McDonald B, Haitz R H and Scarlett R M 

2004 J. Appl. Phys. 34 1591
	[39]	 Moreva E et al 2018 Nucl. Instrum. Methods B  

435 318–22

	[40]	JCGM 100: 2008 (BIPM, IEC, IFCC, ILAC, ISO, IUPAC, 
IUPAP and OIML): ‘Evaluation of measurement 
data—guide to the expression of uncertainty in 
measurement’ (GUM 1995 with minor corrections), 
Bureau International des Poids et Mesures 

	[41]	 Huck A, Kumar S, Shakoor A and Andersen U L 2011 Phys. 
Rev. Lett. 106 096801

	[42]	 Storteboom J, Dolan P, Castelletto S, Li X and Gu M 2015 
Opt. Express 23 11327–33

	[43]	 Tisler J et al 2009 ACS Nano 3 1959–65

Metrologia 56 (2019) 015016

https://doi.org/10.1038/177027a0
https://doi.org/10.1038/177027a0
http://arxiv.org/abs/1807.10493
https://doi.org/10.1038/lsa.2016.261
https://doi.org/10.1038/lsa.2016.261
https://doi.org/10.1080/09500340108240905
https://doi.org/10.1080/09500340108240905
https://doi.org/10.1063/1.1702640
https://doi.org/10.1063/1.1702640
https://doi.org/10.1016/j.nimb.2018.02.031
https://doi.org/10.1016/j.nimb.2018.02.031
https://doi.org/10.1016/j.nimb.2018.02.031
https://doi.org/10.1103/PhysRevLett.106.096801
https://doi.org/10.1103/PhysRevLett.106.096801
https://doi.org/10.1364/OE.23.011327
https://doi.org/10.1364/OE.23.011327
https://doi.org/10.1364/OE.23.011327
https://doi.org/10.1021/nn9003617
https://doi.org/10.1021/nn9003617
https://doi.org/10.1021/nn9003617

	﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿Feasibility study towards comparison of the ﻿g﻿﻿(2)﻿(0) measurement in the visible range﻿﻿﻿﻿
	﻿﻿Abstract
	﻿﻿﻿1. ﻿﻿﻿Introduction
	﻿﻿2. ﻿﻿﻿Measurement technique
	﻿﻿3. ﻿﻿﻿Measurement facility
	﻿﻿4. ﻿﻿﻿Results
	﻿﻿5. ﻿﻿﻿Dependence on the coincidence window
	﻿﻿6. ﻿﻿﻿Conclusions
	﻿﻿﻿Acknowledgments
	﻿Appendix. ﻿﻿﻿Lifetime estimation
	﻿﻿﻿﻿﻿﻿﻿References﻿﻿﻿﻿


