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The Douglas–Gunn method has been applied to the solution of Pennes’ bioheat equation to estimate the heating of bulk metallic prostheses caused by the energy deposition due to the gradient magnetic field of a magnetic resonance imaging (MRI) scanner. The proposed method has been implemented to work on a graphic processing unit (GPU) and the accuracy and numerical efficiency has been compared with the explicit Euler scheme. As an example of application, the heating of a realistic hip prosthesis during the execution of a 3D true fast imaging with steady precession (True-FISP) MRI sequence has been finally evaluated.
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I. INTRODUCTION

The THERMAL effects induced in patients’ body by the exposure to the electromagnetic fields (EMFs) generated during magnetic resonance imaging (MRI) sessions are an element of concern. The radiofrequency (RF) EMF, used to trigger the Larmor precession phenomenon, can cause thermal issues associated to localized hotspots of dissipated power density in case of ultra-high field MRI [1], or in presence of metallic medical devices (e.g., implanted wires [2-5]). Moreover, the EMFs generated by the gradient coils (GCs) may produce a significant thermal effect in presence of bulky metallic prostheses, because of Joule losses [6-9].

For both the RF and the GCs EMFs, the time scale of the induced thermal effect is much larger than the electromagnetic one. In addition, due to the limited temperature increase (few degrees), the coefficients of both the electromagnetic and thermal models can be assumed independent on temperature.

These considerations allow decoupling the two problems, solving them sequentially. The power densities developed by the EMFs are estimated by a hybrid finite element–boundary element (FE-BE) method [7, 10], and then used for driving the transient thermal problem. The latter solution is here approximated by an original finite difference method (FDM) using Douglas–Gunn (DG) time split [11], implemented to work on a Graphic Processing Unit (GPU). The DG time split has been chosen in virtue of its stability condition, less restrictive than an explicit method, and its memory consumption, smaller with respect to a classical implicit technique. The proposed method is applied to the estimate of the thermal effects induced by the GCs EMFs in the tissues surrounding a metallic hip prosthesis. The results are compared, in terms of accuracy and numerical efficiency, to those given by a homemade explicit Euler scheme and the commercial software Semcad X [12]. Finally, the method is applied to a realistic case, namely the evaluation of temperature increase in a patient with unilateral hip prosthesis when subjected to a realistic GC sequence adopted during an MRI session.

II. PROBLEM FORMULATION

The predicted temperature increase is usually small enough to assume that the parameters of both the electromagnetic and thermal problems do not vary with temperature. Thus, also by virtue of the different time scales of the two phenomena (from milliseconds to minutes), the electromagnetic and the thermal problems can be decoupled and solved sequentially.

A. Electromagnetic problem

The electromagnetic problem is driven by the magnetic field $\mathbf{H}$, produced by the sources and develops within a magnetically homogeneous domain with vacuum magnetic permeability. The problem is studied in frequency domain, through a $T$-Ω formulation ($\mathbf{T}$: electric vector potential, $\Omega$: magnetic scalar potential) handled by a homemade FE-BE code [6,10]. In the subdomain where electromagnetic induction takes place (i.e., the internal FE region), the induced current density is $\mathbf{J} = \nabla \times \mathbf{T}$ and the total magnetic field is $\mathbf{H} = \mathbf{H}_s + \mathbf{T} + \nabla \Omega$. In this specific implementation, unlike [6,10], the projections of $\mathbf{T}$ on the mesh edges are adopted as FE unknowns, together with the nodal values of $\Omega$. In the external BE region, $\mathbf{J}$ is assumed to be null, $\mathbf{T}$ is not defined and the magnetic field is simply given by $\mathbf{H} = \mathbf{H}_s + \nabla \Omega$. Here, $\Omega$ satisfies the Laplace equation and goes to zero at infinity; its normal derivative, considered uniform over each BE, is used as unknown. At the FE-BE interface, the continuity of the normal component of the magnetic field is enforced and the tangential components of $\mathbf{T}$ (i.e., the contributions of the edges along the boundary) are set to zero to bound $\mathbf{J}$ within the FE region. Since no additional constraint is applied to $\mathbf{T}$, the formulation is ungauged but can be solved through a GMRES algorithm. The code is implemented to run on GPUs, similar to the scheme described in [13].
B. Thermal problem

The thermal problem is modelled by Pennes’ equation [14] written in terms of temperature elevation \( \theta \) with respect to the temperature of the body before the exposure [15,16]:
\[
\rho c_p \frac{\partial \theta}{\partial t} = \nabla \cdot (\lambda \nabla \theta) - h_b \theta + P_{em}.
\]  
Here \( P_{em} \) is the volume power density produced by the EMF, \( \rho c_p \) is the volumetric heat capacity, \( \lambda \) is the thermal conductivity and \( h_b \) is the blood perfusion coefficient. This equation works also in implanted prostheses, where \( h_b \) is null. Robin boundary conditions are enforced to model the heat transfer toward the external environment,
\[
\lambda \frac{\partial \theta}{\partial n}|_{y=0} = -h_{amb} \theta,
\]
where \( h_{amb} \) is the heat exchange coefficient and \( n \) indicates the direction normal to the boundary (outward-directed).

In order to introduce the DG time split, the problem has to be semi-discretized in space on a structured Cartesian mesh, using a FDM with a second order centered scheme. The resulting ordinary differential equation is approximated by the Crank–Nicolson (CN) method, with error \( O(\Delta t^2) \), to obtain
\[
\left( I - \frac{\Delta t}{2} A_x - \frac{\Delta t}{2} A_y - \frac{\Delta t}{2} A_z \right) \mathbf{\theta}^{n+1} = \frac{\Delta t}{2} R(\mathbf{\theta}^{n+1} + \mathbf{\theta}^n),
\]
where \( \Delta t \) is the time step, \( \mathbf{\theta} \) is the column vector collecting the approximate solution in the mesh nodes at the instant \( t^n = n \Delta t \), \( I \) is the identity matrix, \( A_x, A_y, A_z \) discretize the diffusion term in the \( x-, y- \) and \( z \)-direction respectively, \( R \) discretizes the perfusion, and \( f^n = \Delta t P_{em}^{n+1/2}/\rho c_p \). The matrices that discretize the diffusion in each direction can be introduced thanks to the regularity of the mesh. By exploiting the polynomial relation
\[
(1 + x + y + z) = (1 + x)(1 + y)(1 + z) - (xy + xz + yz + xyz),
\]
equation (3) can be approximated with an error \( O(\Delta t^2) \), having the same magnitude of the error introduced by CN, as
\[
\left( I - \frac{\Delta t}{2} A_x \right) \left( I - \frac{\Delta t}{2} A_y \right) \left( I - \frac{\Delta t}{2} A_z \right) \mathbf{\theta}^{n+1} = \frac{\Delta t}{2} R(\mathbf{\theta}^{n+1} + \mathbf{\theta}^n),
\]
which can be finally split in the system of vector equations
\[
\begin{align*}
( I - \frac{\Delta t}{2} A_x ) \mathbf{\theta}^n &= \left( I + \frac{\Delta t}{2} A_x + \Delta t A_y + \Delta t A_z \right) \mathbf{\theta}^n + \Delta t R \mathbf{\theta}^n + f^n, \\
( I - \frac{\Delta t}{2} A_y ) \mathbf{\theta}^n &= \mathbf{\theta}^n - \frac{\Delta t}{2} A_x \mathbf{\theta}^n, \\
( I - \frac{\Delta t}{2} A_z ) \mathbf{\theta}^{n+1} &= \mathbf{\theta}^{n+1} - \frac{\Delta t}{2} A_y \mathbf{\theta}^n + \Delta t R (\mathbf{\theta}^{n+1} - \mathbf{\theta}^n),
\end{align*}
\]
where \( \mathbf{\theta}^n \) and \( \mathbf{\theta}^{n+1} \) are two fictitious intermediate solutions [11].

Unlike the starting CN method, the DG time split is stable when condition \( \Delta t/\Delta x^2 \leq k \) is verified for some constant \( k \), and the spatial step \( \Delta x \) [17]. This condition is analogous to the one
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Fig. 1. Pseudocode of CPU-GPU implementation.

Fig. 2. Temperature elevation (upper plot) along a line passing through the maximum, computed by the three numerical methods on a cubic mesh of 1 mm side. In the lower plot the differences between results.

---

III. VALIDATION AND COMPARISONS

To test the proposed method, the temperature increase of a metallic hip prosthesi  
and surrounding biological tissues produced by the exposure to the GCS EMFs has been studied. To this purpose, the anatomical human model Duke [20], with biological tissue properties given by the IT’IS database [21], has been modified to include a hip prosthesis. The implant is composed of acetabular shell, femoral head and stem, made of a non-magnetic metallic CoCrMo alloy (electrical...
conductivity $\sigma = 1.16$ MS/m, $\lambda = 14$ W/m°C, $\rho c_p = 3.8$ MJ/m³°C), and a liner of polyethylene located between the acetabular shell and the femoral head ($\sigma = 0$, $\lambda = 0.47$ W/m°C, $\rho c_p = 1.8$ MJ/m³°C). The top of the femoral head is placed at 300 mm from the isocentre (i.e., the MRI exam involves the abdomen) to simulate relatively worst conditions [22].

A conventional system of three GCs, typical of a tubular MRI scanner has been considered. Each coil can produce a linear variation of the longitudinal field equal to 30 mT/m in a diameter spherical volume (DSV) of 500 mm. The power density dissipated inside the implant when all GCs are fed in phase with a sinusoidal current at 1 kHz has been computed applying the FE-BE method to a mesh made of 0.5 mm cubic voxels. The thermal problem has been then solved on the whole domain, including prosthesis and surrounding tissues, discretized with 1 mm voxels, computing the temperature elevation after a continuous exposure of 90 minutes. It has been empirically observed that $k = 1.5$ s/mm² is sufficient to guarantee the stability of the proposed DG time split, against $k = 0.045$ s/mm² for the EE scheme. The solutions obtained applying the EE scheme, the DG time split and the Semcad X proprietary code are presented in Fig. 2, along a line passing through the maximum temperature elevation. The maximum difference between DG and Semcad X results is lower than 3% (bottom diagram in Fig. 2), while DG and EE results are almost coincident. The adopted time steps are 0.025 s for the EE scheme, 1.5 s for the DG time split and 0.045 s for Semcad X. The three solvers run on the same workstation, equipped with an Intel Xeon CPU E5-2650 v3 and the GPU NVIDIA Quadro K6000. The homemade EE scheme operating in CPU has not been run due to the excessive processing time. Thus, for a complete comparison, the computations are repeated with a 2 mm cubic mesh (with steps increased by a factor 4). Table 1 summarizes the execution times of each method run on both CPU and GPU. It is worth noting that, despite it is implicit, the computational cost of the proposed method increases linearly with the number of time steps and voxels, because Thomas algorithm is linear with the dimension of the system. This fact is evidenced in Table 1, where, passing from 2 mm to 1 mm, the execution times are multiplied by 32 (the number of voxels and time steps increase by a factor 8 and 4, respectively).

### IV. Application to a Case Study

The DG time split has been applied to the study of the heating of the hip prosthesis during the execution of the 3D true fast imaging with steady precession (True-FISP) sequence, described in [8] and shown in Fig. 3. The repetition time (TR) is 6.4 ms, leading to a fundamental frequency of about 156 Hz. The Fourier series of the waveforms of each coil has been truncated at the 31st harmonic.

A set of electromagnetic simulations have been performed supplying each GC with an electric current producing the corresponding harmonic content of the gradient waveform and the results have been superposed considering two extreme conditions: the one (#1) with the amplitude of the $G_y$ gradient at the maximum level (16 mT/m) and the one (#2) with the y-coil switched-off. The spatial distributions of the power density (per mass unit) within a central section of the implant are shown in Fig. 4 for the two cases mentioned above.

Thermal simulations have been run for both the extreme supply conditions of $G_y$ gradient, considering and exposure time of 400 s. Simulations have been performed on the considered domain discretized with 2 mm cubic voxels, assuming a time step of 2 s with the DG time split and a time step of 0.03 s with the EE scheme. The computational times are 5 minutes for the DG scheme and 87 minutes for the EE scheme, adopting the GPU implementation on a Kepler K40 NVIDIA card.

The solutions obtained by the two schemes are completely superposed. The time evolutions of the temperature increase in the hottest point, obtained with y-coil supplies #1 and #2 are shown in Fig. 5. The limited discrepancies between the two cases prove the reduced role of the y-coil in the implant.

### Table 1

<table>
<thead>
<tr>
<th>Mesh size</th>
<th>Explicit (CPU)</th>
<th>Explicit (GPU)</th>
<th>DG-split (CPU)</th>
<th>DG-split (GPU)</th>
<th>Semcad X (GPU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 mm</td>
<td>5219 s</td>
<td>4052 s</td>
<td>149 s</td>
<td>67 s</td>
<td>156 s</td>
</tr>
<tr>
<td>1 mm</td>
<td>-</td>
<td>111963 s</td>
<td>5070 s</td>
<td>2151 s</td>
<td>5499 s</td>
</tr>
</tbody>
</table>

Fig. 3. Gradient switching in the 3D-FISP sequence (see Ref. [8]). The repetition time (TR) is 6.4 ms.

Fig. 4. Spatial distribution of power density (W/kg) in the central section of the implant for the two extreme supply conditions: a) y-coil producing the maximum gradient (16 mT/m), b) y-coil switched-off.
heating for this type of sequence. Finally, the maps in Fig. 6 present the time evolution of the spatial distribution of $\vartheta$ in the central section of the implant. Such pictures clearly indicate that the implant starts to heat from the external parts of the acetabular cup. At the end of the entire sequence ($t = 400$ s), the whole cup reaches a temperature increase of about 0.7 °C and the heating starts to diffuse in the surrounding tissues. If the exposure time is increased up to the thermal steady state (which occurs after about 25 minutes), the heat diffuses within the implant and in the surrounding tissues, leading to the spatial distribution reported in the last image, with a maximum $\vartheta$ of about 1.4 °C.

V. CONCLUSIONS

In this work, the accuracy and numerical efficiency of the Douglas–Gunn method has been tested for the solution of Pennes’ bioheat equation applied to dosimetric analysis of human exposure during MRI sessions. The analysis has evidenced the high efficiency of the DG time split and its linear scalability with the number of time steps and the number of voxels, thanks to the adoption of the Thomas algorithm for the system solution.

The proposed approach is proved to be conveniently implemented for running on GPU, allowing its applicability to the study of realistic dosimetric problems with high-resolution human body models, similar the one proposed in Section IV.
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