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Abstract
Optical clocks have reached such an impressive accuracy and stability that the future
redefinition of the second will be probably based on an optical transition. Consequently,
building time scales based on optical clocks has become a key problem. Unfortunately, optical
clocks are still laboratory prototypes and are not yet capable of long times of autonomous
operation. It is hence critical to understand the impact of this limited optical clock availability
on the generated time scale. In this work, after describing a simple and effective optical time
scale algorithm, based on the steering of a flywheel oscillator towards the optical clock, we
investigate in detail the impact of the limited availability of the optical clock on the
performances of the steering algorithm and of the generated time scale through numerical
simulations. In particular, we simulate a time scale generated by a hydrogen maser (with a
flicker floor of 5.5 × 10−16) steered towards an optical clock, by considering six different
scenarios for the availability of the latter, spanning from the ideal one, i.e. continuous
operation of the optical clock, to the worst one, i.e. non-uniformly distributed frequency
measurements with long unavailability periods. The results prove that the steering algorithm is
robust and effective despite its very simple implementation, and it is capable of very good
performances in all the considered scenarios, provided that the hydrogen maser behaves
nominally. Specifically, they show that a time scale with an accuracy of a few hundreds of
picoseconds can be easily realized in the ideal scenario, whereas in a more realistic scenario,
with one measurement per week only, the time accuracy is nonetheless of a few nanoseconds,
competing with the best time scales currently realized worldwide. The performances
degradation due to a non-nominal maser behaviour is also discussed.

Keywords: time scale, steering algorithm, optical clocks, optical time scale, flywheel
oscillator, robustness

(Some figures may appear in colour only in the online journal)

1. Introduction

Optical clocks have reached an impressive accuracy, surpass-
ing by orders of magnitude that of microwave clocks [1], so
that the optical transitions on which they are based can be
considered as ideal candidates for a possible future redefini-
tion of the second [2]. For these reasons, it is fundamental to
develop an effective way to generate time scales based on opti-
cal clocks. However, optical clocks are still far from match-
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distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOI.

ing the robustness, reliability and long times of autonomous
operation typical of microwave clocks: despite the impres-
sive results achieved by some groups [3–5], the majority of
the optical clocks under development in time laboratories all
over the world, is still at the prototype level and only intermit-
tently operated, with a relatively small total uptime. Therefore,
an optical time scale is commonly built by steering the fre-
quency of a master clock towards the optical clock [6]. The
master clock, typically an active hydrogen maser (AHM), is
usually referred to as a flywheel oscillator, since it allows the
generation of the time scale also when the optical clock is
unavailable.

It is crucial to understand the impact of the unavailabil-
ity of the optical clock on the performances of the steering
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algorithm and of the generated time scale. For example, it is
fundamental to understand the minimum availability of the
optical clock data needed to guarantee a given level of per-
formances. To this aim, we simulated a time scale steered
with an optical clock by considering several possible scenar-
ios for the availability of the latter, as well as different sce-
narios for the stability of the flywheel oscillator. After mod-
ifying the steering algorithm described in [7], we simulated
the measurement data of the frequency offset of an AHM
with respect to an optical clock, and we used them to steer
the AHM for the time scale generation. Then, we tested the
algorithm by considering six different scenarios for the avail-
ability of the optical clock, spanning from the ideal case,
where the optical clock operates continuously, to the worst one,
where frequency measurements are non-uniformly distributed
with long unavailability periods. We also repeated the simu-
lations with different noise levels for the AHM clock model.
We evaluated the performances by considering the time offset
of the steered time scales with respect to an ideal time ref-
erence, and we compared and discussed the results obtained
within the different scenarios. We also discussed the perfor-
mances degradation due to a non-nominal maser behaviour,
such as an unexpectedly high level of frequency noise or other
non-stationarities.

To the best of our knowledge, such a detailed study of
robustness has not been carried out yet for an optical time
scale. In contrast with other published papers on the same topic
[6, 8, 9], focussing only on a specific scenario for the avail-
ability of the optical clock, the main focus of our work is on
the comparison among the different possible scenarios, includ-
ing the more realistic ones, as well as on the robustness of the
steering algorithm within such scenarios. A similar work has
been presented in [10, 11], but on a reduced set of scenar-
ios and with other relevant differences, including the chosen
steering algorithm, the nature of the flywheel oscillator, and
the absence of a time accuracy correction for the generated
time scale.

The paper is organized as follows: the selected steering
algorithm is described in section 2; the simulation of all the
required data sets, including details on the clock model, is
described in section 3.1, whereas the six simulated scenarios
are presented in section 3.2; the test results are reported and
discussed in detail in section 4 and, finally, the conclusions are
presented in section 5.

2. The steering algorithm

A robust, simple and effective steering algorithm is the one
described in [7], which is currently used for generating the offi-
cial Italian time scale UTC(IT) [12]. It can be easily adapted
to any possible type of steering reference, including an optical
clock. With such an algorithm, the frequency steering correc-
tion Δ f applied to the master clock is the sum of three terms,
Δ f0, Δ f1, and Δ f2. The first one is the main component, cor-
recting the frequency offset of the master clock with respect to
the steering reference. The other two terms correct the resid-
ual frequency and time offset of the generated time scale with
respect to a reference time scale, e.g. the coordinated universal

time (UTC). In particular, Δ f2 provides time accuracy to the
resulting time scale. In the original version of the algorithm
presented in [7], the three components are computed as fol-
lows: Δ f0 is obtained by extrapolating to the current epoch a
linear fit performed on Nfit days of past frequency offset data;
Δ f1 is obtained as an average of the residual frequency offset
of the time scale over a recent period; finally, Δ f2 is obtained
by dividing the most recently measured time offset of the time
scale by the number of days after which that offset has to be
reduced to zero, indicated as Nacc. According to [7] and to the
results achieved during the first year of autonomous genera-
tion of UTC(IT), with a time offset versus UTC smaller than
5 ns during 2020, the algorithm turns out to be highly perform-
ing even in its simplified form, where the Δ f1 component of
the steering correction is set to 0. Therefore, the simulations
discussed in the present work have been performed in the case
Δ f1 = 0.

When the steering reference is an optical clock, the fre-
quency offset of the master clock is measured with respect
to such a reference, and the measured frequency data are
used to compute Δ f0. In principle, the batch of past data
used for the computation is regularly updated to include the
most recent measurement results. However, when the opti-
cal clock becomes unavailable or, more in general, when the
last Nfit days contain less data than a configurable thresh-
old, the Δ f0 component of the steering correction is extrap-
olated from the last valid data batch, as further discussed in
section 4.3.

Note that, theoretically, a simple linear fit is not always the
best strategy to compute the steering correction. Indeed, under
well-defined conditions, the optimal method depends on the
master clock model and on the availability of the steering ref-
erence. Nonetheless, the selected algorithm is so simple and
robust that, in case of critical applications in a real environ-
ment, it is an effective choice for those scenarios in which the
optical clock uptime is very small, and in such scenarios it can
be applied without substantial modifications.

When the uptime is instead high, the selected algorithm
needs to be refined to fully exploit the high data availability,
to take full advantage from the exceptional stability and accu-
racy of the optical clock. In particular, in the refined version
of algorithm the Δ f0 component is obtained as y0 + dt, where
y0 is the result of the last frequency offset measurement, d is
an estimate of the linear frequency drift of the master clock,
obtained by a linear fit on a window of Nfit days as previously
defined, and t is the time elapsed from the measurement epoch
(mid of the y0 measurement period) to the correction epoch
(mid of the Δ f0 correction period).

3. Simulated data and scenarios

3.1. Data sets simulation

This section discusses the simulation of all the necessary data
sets, which are the input of the steering algorithm and of
the tools for validating the performance of the obtained time
scale. First, the clock model used for simulating the mas-
ter clock is presented and validated in section 3.1.1. Then,
the simulation of the frequency offset between the master
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and the optical clock, and of the time offset between the
master clock and an ideal time reference, is presented in
section 3.1.2.

3.1.1. Clock model. The master clock to be steered is assumed
to be an AHM. As a reference for the performances of a com-
mercial AHM, the model CH1-75A manufactured by KVARZ
has been considered. The main reason for this choice is that,
among the various AHMs hosted at the time laboratory of the
Italian National Institute of Metrological Research (INRiM),
such model is the one which has been actually measured with
respect to the ytterbium optical clock developed by INRiM, IT-
Yb1 [13]. Hereafter, the selected maser is referred to as HM3,
its code used at INRiM.

The nominal stability of HM3 has been experimentally
evaluated on a period of almost 5 months, carefully selected
to avoid any major clock non-stationarity or measurement
issue. Figure 1 shows the Allan deviation (ADEV) of HM3,
estimated with respect to UTC and its rapid version, UTCr,
both on the original measurement data and on the detrended
data, where a constant frequency drift has been estimated and
removed. The measured frequency offset between HM3 and
IT-Yb1 has been used to infer the noise coefficients of the
clock model, which is necessary for simulating the data. The
noise coefficients have been determined by the group working
on IT-Yb1. The model includes four stochastic components,
namely a white phase modulation (WPM), a white frequency
modulation (WFM), a Flicker frequency modulation (FFM),
and also a random walk frequency modulation (RWFM). The
coefficients of these noise components are reported in table 1.
The FFM is likely the most important stochastic component
limiting the medium-to-long-term stability of the clock, as it
can be deduced from the ADEV plotted in figure 1, where
the two drift-removed curves flatten for averaging times larger
than about 4 × 105 s. However, an RWFM has been also
included in the model, with a conservative estimate of its coef-
ficient, so that the robustness of the optical time scale can be
tested under realistic conditions, in which the long-term sta-
bility of the AHM can be degraded by several factors, such
as variable environmental conditions or other frequency non-
stationarities. Figure 2 shows the ADEV of the stochastic part
of the clock model (solid curve), along with the ADEV of
all the individual noise components (dashed lines). Note that
the complete clock model also includes a deterministic com-
ponent, i.e. a second-degree polynomial affecting its time
offset. This deterministic component corresponds to a linear
frequency drift, whose value is also reported in table 1. The
long-term ADEV of a simulated data series, after removal of
the frequency drift, is also plotted in figure 2 (solid curve with
dots), and it is in perfect agreement with the theoretical ADEV
of the clock model.

Finally, in order to validate the clock model, the ADEV of
the model and of the simulated data, taken from figure 2, are
compared with the measured drift-removed ADEV, reported
in figure 1, and with the clock specifications declared by the
manufacturer [14]. As it can be observed from figure 3, the
model is in agreement both with the specifications, which
only give an upper limit for the ADEV (dashed curve),

Figure 1. Stability of HM3 estimated versus UTC and UTCr, both
on original and on detrended data.

Table 1. Noise coefficients and frequency drift of the HM3 clock
model used for the simulations.

Stochastic Component Coefficient (ADEV at 1 s)

WPM 1.5 × 10−13

WFM 4 × 10−14

FFM 5.5 × 10−16

RWFM 1 × 10−18

Deterministic component Value

Linear frequency drift 5 × 10−16/day

and with the measurements (dash-dotted curve). It can also
be observed that the model is conservative with respect to
the long-term stability, which is actually slightly worse than
the measured one. With such observations, the clock model
and the clock simulation tools can be considered as success-
fully validated.

The one described above, is the reference clock model for
the simulations presented in this work. However, in order to
cover a wider spectrum of possible realistic scenarios, we also
performed simulations with different values for the coefficients
of the stochastic components. First of all, we repeated all the
simulations with a smaller coefficient for the RWFM, i.e. 2 ×
10−19, which is less conservative but probably more represen-
tative of a well-behaving AHM in a controlled environment,
according to the observations carried out on the four masers
hosted at INRiM’s time laboratory (1 × KVARZ CH1-75A,
1 × T4S iMASER 3000, 2 × Microsemi MHM 2010). More-
over, we performed additional simulations and dedicated stud-
ies for some non-nominal AHM behaviour, whose results are
presented in section 4.8. Specifically, we considered the effect
of a larger coefficient for the WFM, and also the effect of a
frequency jump, a common clock non-stationarity.

3.1.2. Frequency and time offset simulation. We used the
clock model discussed in the previous section to simulate the

3
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Figure 2. ADEV of the individual noise components of the clock
model (dashed curves), of the whole stochastic part of the model
(solid curve), and of a drift-removed simulated data series (solid
curve with dots).

Figure 3. ADEV of the stochastic part of the clock model (solid
curve) and of a drift-removed simulated data series (solid curve with
dots), compared with the clock specifications (dashed curve) and
with the measured stability (dash-dotted curve).

fractional frequency offset between HM3 and IT-Yb1. In par-
ticular, we simulated four five-months-long data series for each
of the six scenarios described in section 3.2, including a fre-
quency drift of 5 × 10−16 per day, corresponding to the upper
limit declared by the manufacturer [14]. We used a sampling
time of one day, so that each simulated data sample represents
the average fractional frequency offset over one day, unless
differently specified. The simulated frequency data are the fun-
damental input of the steering algorithm, used for the computa-
tion of theΔ f0 component of the steering correction. Note that
the algorithm also requires, as an additional input, the uncer-
tainty of the frequency measurements, in order to perform a
weighted linear fit for computing Δ f0. However, for the simu-

lations reported in this work, the same default uncertainty has
been given to all the measurements, as all of them are average
values obtained under the same conditions, over a period of
time with the same duration. Therefore, the relative weight is
just the same for all the measurements and has no influence on
the final result of the linear fit.

Then, in order to compute the Δ f2 component and also to
have a reference for the evaluation of the steered time scale, the
time offset with respect to a reference time scale is also neces-
sary, and we simulated it as follows. First of all, we assumed
that IT-Yb1 can be considered as an ideal frequency reference,
whereas UTC can be considered as an ideal time reference.
The first assumption is justified by the far better stability and
accuracy of IT-Yb1 with respect to HM3. The second one is
justified if we think about a future UTC which will be steered
via optical clocks instead of caesium fountains, and we com-
pare it with a single local time scale. Moreover, we stress the
fact that the validity of our assumptions is not impacting the
general conclusions of this work, as our main objective is to
test the robustness and compare the performances of optical
time scales obtained within different scenarios, rather than a
precise assessment of the time scale performances in a given
scenario. Then, we simulated the free-clock time offset with
respect to UTC by integrating the simulated fractional fre-
quency offset between HM3 and IT-Yb1. Before integrating,
we added a WFM measurement noise with ADEV of 1× 10−15

at one day to the frequency data series. Finally, we simulated
the free-clock time offset with respect to UTCr by interpolat-
ing the time offset versus UTC, reducing the sampling time
from five days to one day, and adding a WPM noise with a
standard deviation of 0.5 ns, which takes into account the fact
that UTCr is less stable than UTC. The simulated time off-
set versus UTC is used to compute the time offset between
the optical time scale and UTC, whereas the time offset versus
UTCr is used to compute the Δ f2 component of the steering
correction, as explained in [7]. Actually, Δ f2 can be com-
puted also from UTC, but the use of UTCr gives comparable
or better results, with the advantage of a faster response to
any possible deviation of the optical time scale from UTC,
thanks to the reduced latency of UTCr (one week instead of one
month), as discussed in [7]. Therefore, we selected UTCr as
the reference for the computation of Δ f2. Based on previously
performed trade-off analyses and on the experience gained
with the automated generation of UTC(IT) during 2020, we
set the value of the corresponding configuration parameter
Nacc, to 20 days.

3.2. Simulated scenarios

We considered six different scenarios for the availability of the
optical clock, with four five-months-long simulated data series
for each scenario, corresponding to 24 simulations for each
value of the RWFM coefficient, i.e. the reference one reported
in table 1 and the reduced one equal to 2 × 10−19. Hence-
forth, the word ‘scenario’ will be used to distinguish among the
main six scenarios, whereas the expression ‘data set #x’, with
x = 1, 2, 3, 4, will be used to distinguish among the different
simulations within a given scenario.

4
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Table 2. Simulated scenarios.

Scenario Description

Ideal Daily data, no gaps, average over 24 h
Short measurement Daily data, average over 2 h
Long gaps Daily data, two long gaps (30 and 15 days)
Weekly data Weekly data, on a fixed day of the week
Weekly data with jitter Weekly data, with a jitter on the day of the week
Weekly data with long gaps Weekly data, with two long gaps (30 and 15 days)

The basic scenario, according to the description given in
section 3.1.2, has a sampling time of one day and no data gaps.
With a 100% data availability, we named it ‘ideal’ scenario.
The additional five scenarios have been derived from the ideal
one, by adding data gaps and/or changing the sampling time
to the four simulated data sets of the ideal scenario. Specifi-
cally: in the ‘short measurement’ scenario, a noise has been
added to the data series of the ideal scenario, so that the result-
ing data represent a measurement performed over 2 h only,
instead of 24; in the ‘long gaps’ scenario, two long data gaps
have been added to the ideal scenario, namely a one-month
gap corresponding to the 3rd month and a two-weeks gap at
the beginning of the 5th month of the simulation period; in
the ‘weekly data’ scenario, the data from the ideal scenario
have been down-sampled to only one fixed day per week, cor-
responding to a constant sampling time of seven days; then,
the ‘weekly data with jitter’ scenario has been obtained from
the weekly data scenario by randomly displacing the day of the
week in which the measurement is available, with an approx-
imate Gaussian distribution, so that the day remains the same
with 68% probability, it changes of ±1 day with 27% proba-
bility, and of ±2 days with 5% probability; finally, the ‘weekly
data with long gaps’ scenario is a straightforward combination
of the long gaps scenario with the weekly data scenario. For the
ease of reading, the six simulated scenarios are summarized in
table 2.

4. Test results

In this section we present the tests results in terms of time off-
set of the realized optical time scale versus UTC, for each
of the six simulated scenarios listed in section 3.2, and we
compare the results obtained within the different scenarios.
In sections 4.1 to 4.6, as an example, we plot the results for
only one of the four simulated data sets, namely the data set
#4, whereas in section 4.7 we compare such results and, after
defining a metric for assessing the performances of the time
scale, we report the results for all the data sets and also an aver-
age value characterizing each scenario. Finally, in section 4.8
we show the results for two non-nominal AHM behaviours,
namely, a large WFM and a frequency jump, and we com-
pare them to the corresponding results obtained in the previous
sections.

Note that the main configuration parameters, Nfit and Nacc,
have the same values for all the simulations, namely 29 and 20
days, respectively.

4.1. Ideal scenario

Within this high-availability scenario we apply the refined ver-
sion of the steering algorithm, as described in section 2. Note
that, in this particular case, the value of the variable t is always
one, so that Δ f0 is just equal to y0 + d.

For the data set #4 and the reference RWFM value, figure 4
shows the simulated input frequency data (blue curve with
dots) along with the daily computed Δ f0 (green curve with
triangles), so that the agreement between the two data series
can be directly observed. The effectiveness of the steering
corrections is also confirmed by the good performances of the
resulting time scale, which is plotted in figure 5. Specifically,
figure 5 shows the time offset of the time scale obtained with
the total Δ f (red curve with dots), compared with the one
obtained with Δ f0 only (grey curve with circles). As expected,
there is a visible improvement in using the total steering cor-
rection rather than theΔ f0 component only. Indeed, adding the
Δ f2 component prevents the time scale from slowly diverg-
ing from UTC by providing time accuracy to it, whereas Δ f0

provides frequency stability and frequency accuracy only. The
difference would have been much more evident if a longer
simulation period had been used.

Finally, figure 6 compares the time scale obtained with
the reference RWFM value (red curve with dots, the same of
figure 5) to the one obtained with the reduced RWFM value
(green curve with squares). As expected, the latter is slightly
better than the former, due to the higher predictability of the
AHM with reduced RWFM. Such an improvement is more
rigorously quantified in section 4.7, table 3, where we sum-
marized the results from all of the four data sets for each of the
six scenarios.

4.2. Short measurement scenario

As in all the other scenarios, also in the present scenario a
new steering correction is computed and applied once per
day. However, in this case, due to the shorter duration of
the daily measurements (2 h instead of 24), the prediction
error is slightly larger than in the ideal scenario, resulting
in a slightly worse time scale, which is plotted in figure 7
(red curve with dots) and compared with the one obtained in
the ideal scenario (grey curve with circles). The time scale
obtained with the reduced RWFM in the short measurement
scenario is also plotted for comparison (green curve with
squares).

5
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Figure 4. Ideal scenario: simulated input frequency offset data (blue
dots) and daily computed Δ f0 (green triangles).

Figure 5. Ideal scenario: optical time scale obtained with Δ f =
Δ f0 +Δ f2 (red dots) compared with the one obtained with Δ f0
only (grey circles).

4.3. Long gaps scenario

When long data gaps, or multiple short gaps, are present within
the input data sets, another configuration parameter is impor-
tant for the computation of Δ f0, i.e. the minimum number of
measurements, Nmin, which must be included within the fitting
window of length Nfit, to allow for a meaningful computation
of the new steering correction. Indeed, until the data are regu-
larly updated (no gaps), the fitting window slides forward each
day, to include the latest measurement. However, when a data
gap occurs, the fitting window stops sliding and, for the whole
duration of the gap, the steering correction is linearly extrapo-
lated from the data within that fixed window. Then, when the
gap ends and new measurements become available, the fitting
window is updated if the following condition is satisfied: the
window ending with the most recent measurement and expand-
ing backwards for Nfit days must include at least Nmin data.
Until such minimum number is reached, the Δ f0 component
of the steering correction is obtained in a way that depends on

Figure 6. Ideal scenario: optical time scale obtained with the
reference RWFM (red dots) compared with the one obtained with
the reduced RWFM (green squares).

Figure 7. Short measurement scenario: optical time scale obtained
with the reference RWFM (red dots) compared with the
corresponding one from the ideal scenario (grey circles), and with
the one obtained with the reduced RWFM (green squares).

the particular version of the steering algorithm: for the origi-
nal version (presented in [7]), it is still extrapolated from the
old window, as during the gap; instead, for the refined version
presented in section 2, the old window is used only for the
estimation of the frequency drift d, whereas the variable y0 is
immediately updated as soon as a new measurement becomes
available after the gap.

For the simulations within the present scenario, in which,
besides the long gaps, the optical clock uptime is still 100%
as in the ideal scenario, we use the refined version of the
algorithm. While the value of Nfit remains of 29 days, the value
of Nmin is set to 15. The simulation results for the data set #4
are shown in figure 8, where the two shaded regions indicate
the two long gaps injected in the simulation period, with
length of one month and two weeks, respectively. Figure 8 is
the analogous of figure 7, comparing the time scale obtained
in the present scenario (red curve with dots) with the one
obtained in the ideal scenario (grey curve with circles), and
also with the one obtained with the reduced RWFM in the long

6
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Figure 8. Long gaps scenario: optical time scale obtained with the
reference RWFM (red dots) compared with the corresponding one
from the ideal scenario (grey circles), and with the one obtained
with the reduced RWFM (green squares). The shaded regions
indicate the two data gaps.

gaps scenario (green curve with squares). Note that the pre-
diction error increases with time during the gaps, due to the
extrapolation procedure described above. Therefore, in
figure 8, we can observe the time scale slowly diverging
from UTC during the longer gap, until the updated steering
correction stops such trend, thus allowing the Δ f2 component
to bring the time offset back towards zero.

In order to reduce as much as possible the time offset accu-
mulated during the gaps, it is necessary to perform a fine tuning
of the configuration parameter Nfit. For example, an increase of
Nfit might improve the prediction error, at least until the effect
of the RWFM becomes relevant over the fitting window, and
only if the frequency of the master clock does not suffer from
other non-stationarities. Moreover, a larger Nfit means that the
steering algorithm is less reactive to any possible change in the
frequency drift of the master clock, eventually degrading the
overall performances of the generated time scale. The value of
29 days chosen for the simulations turned out to be effective
and a good trade-off between the different needs. Regarding
the configuration parameter Nmin, reducing its value would fas-
ten the update of the steering correction (or of the frequency
drift coefficient only, depending on the algorithm version) after
a long gap, but the chosen value cannot be too small if a good
estimate of d is required. In the present scenario, where the
refined algorithm is used and y0 is immediately updated at the
end of the gap, there is no real need to set Nmin smaller than
15, which is a value enabling a sufficiently good estimate of
the frequency drift.

Finally, note that such a minimum value is the same used in
all the simulations to initialize the optical time scale. Indeed,
if the only relevant parameter was Nfit, 29 days would be
necessary for the first computation and application of the steer-
ing correction, whereas, by implementing Nmin, we can reduce
the initialization period to 15 days only. This is evident e.g.
from figure 4, where the first steering correction (green tri-
angle) is actually plotted on day 16, or from all the follow-
ing figures, where the time offset of the optical time scale is
plotted starting from day 19, i.e. on the first day on which a
five-days-sampled UTC measurement is available after day 16.

Figure 9. Weekly data scenario: optical time scale obtained with the
reference RWFM (red dots) compared with the corresponding one
from the ideal scenario (grey circles), and with the one obtained
with the reduced RWFM (green squares).

4.4. Weekly data scenario

In the weekly data scenario, the master clock is measured ver-
sus the optical clock only once a week, always on the same
day of the week. Within this low-availability scenario we apply
the original version of the steering algorithm, as described in
section 2. With only one measurement per week, a 29-days-
long sliding window contains only five measurements, assum-
ing no data gaps. As a consequence, in the weekly data sce-
nario, the value of Nmin is reduced to 3. Figure 9 compares
the time scale obtained in the present scenario (red curve with
dots) with the one obtained in the ideal scenario (grey curve
with circles), and also with the one obtained with the reduced
RWFM in the weekly data scenario (green curve with squares).

4.5. Weekly data with jitter scenario

With respect to the scenario discussed in section 4.4, in the
present one a jitter is added to the day of the week in which the
measurement is available. As an effect of the probability dis-
tribution chosen for simulating the jitter (the time tag remains
the same with 68% probability, it changes of ±1 day with 27%
probability, and of ±2 days with 5% probability), the num-
ber of measurements in a 29-days fitting window can be even
smaller than in the previous scenario, reaching a minimum of
four. Note that there is no need to further lower the minimum
number of measurements Nmin which must be included within
the fitting window, which was already set to three within the
previous scenario. Figure 10 shows the resulting time scale
(red curve with dots) and compares it with the one obtained in
the weekly data scenario (grey curve with circles), in order to
highlight the effect of the jitter on the final performances. The
time scale obtained with the reduced RWFM is also plotted for
comparison.

4.6. Weekly data with long gaps scenario

The present scenario is the straightforward combination of the
weekly data and the long gaps scenarios. Figure 11 shows the
resulting time scale (red curve with dots) and compares it with
the one obtained in the weekly data scenario (grey curve with
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Figure 10. Weekly data with jitter scenario: optical time scale
obtained with the reference RWFM (red dots) compared with the
corresponding one from the weekly data scenario (grey circles), and
with the one obtained with the reduced RWFM (green squares).

Figure 11. Weekly data with long gaps scenario: optical time scale
obtained with the reference RWFM (red dots) compared with the
corresponding one from the weekly data scenario (grey circles), and
with the one obtained with the reduced RWFM (green squares). The
shaded regions indicate the two data gaps.

circles), in order to highlight the performances degradation due
to the addition of the long gaps. The time scale obtained with
the reduced RWFM is also plotted for comparison.

Note that the red curve continues diverging from UTC for
about 15 days after the end of the longer data gap: this is due to
the fact that Nmin measurements need to be accumulated after
the gap before properly updating the steering correction, and
this takes about 15 days. Theoretically, the same applies to the
green curve, even if the effect is not visible in this particu-
lar simulation, probably masked by the Δ f2 component of the
steering correction which, at the end of the gap, is larger for
the green curve than for the red one.

4.7. Performances summary and comparison

First of all, a summary of all the graphical results shown in
sections 4.1 to 4.6 is given in figures 12 and 13, respectively
for the reference RWFM and for the reduced RWFM coeffi-
cient of the master clock, to allow a direct comparison of the
time scales obtained within all of the different scenarios, with

Figure 12. All-scenarios comparison with reference RWFM for the
master clock.

the same data set #4. These figures are rich of useful informa-
tion: the ideal scenario (black curves with dots) is the one lead-
ing to the best time-scale performances (i.e. the smaller time
deviation from UTC), as expected; the two scenarios includ-
ing long gaps (red curves with circles and green curves with
stars) are those leading to the worst performances, because
of the frequency prediction error increasing during the data
gaps; the short measurement scenario (cyan curves with dia-
monds) gives results that are only slightly worse than those
of the ideal scenario, suggesting that a short daily run of the
optical clock is almost as effective as a continuous operation
when the steering correction is updated and applied only once
per day (see section 5 for further comments on this point); the
weekly data and weekly data with jitter scenarios (blue curves
with triangles and purple curves with squares, respectively)
give similar results, suggesting that a realistic jitter like the
simulated one does not degrade too much the resulting time
scale; moreover, the blue curves (weekly data) remains within
a couple of nanoseconds from the black curves (ideal sce-
nario), suggesting that having only one measurement per week
does not degrade too much the performances obtained with
daily measurements, provided that the master clock does not
suffer from anomalies during the dead time between two con-
secutive measurements (see section 4.8 for further comments
on this point).

Then, the performances of the optical time scales obtained
within the different scenarios, including all of the four simu-
lated data sets, are evaluated in terms of the 95th percentile
of the time offset with respect to UTC, over the whole five-
months simulation period. The results are reported in tables 3
and 4, respectively for the reference RWFM and for the
reduced RWFM coefficient of the master clock: for each sce-
nario, the 95th percentile is given for each of the four data
sets and, in the last column, the average of these four results
is reported. It can be observed from the average values that,
for the two scenarios with daily measurements, regardless of
the simulated RWFM, the 95th percentile of the time offset
remains well below 1 ns, which is a remarkable result. The
low-uptime scenarios have of course worse performances but,
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Figure 13. All-scenarios comparison with reduced RWFM for the
master clock.

Table 3. 95th percentile of the time offset/ns of the optical time
scale with respect to UTC, over the five-months simulation period,
for all the scenarios and for the reference RWFM of the master
clock.

Scenario Set 1 Set 2 Set 3 Set 4 Average

Ideal 0.87 0.85 0.55 0.96 0.81
Short meas. 1.03 0.72 0.71 1.00 0.87
Long gaps 2.9 1.1 4.4 2.8 2.8
Weekly data 1.9 2.3 3.1 1.9 2.3
Weekly data with jitter 1.8 1.5 3.1 2.2 2.2
Weekly data with long gaps 6.9 7.5 6.1 4.8 6.3

nonetheless, with the only exception of the weekly data with
long gaps scenario, the 95th percentile remains well below
3 ns, which is the same level of performances reached today
by the best local realizations of UTC, UTC(k). The weekly
data with long gaps scenario is the one giving the worst per-
formances, as expected, as it is the one with the lowest opti-
cal clock availability. Nonetheless, even in this case, the 95th
percentile remains below 7 ns.

As a final comment, let us consider the average values
reported in the last column of the two tables. As expected, bet-
ter results are obtained with the reduced RWFM, which makes
the frequency of the AHM more predictable and easier to cor-
rect. However, this is not so evident for the long gaps scenario,
where the average values are 2.8 ns with the reference RWFM
and 2.9 ns with the reduced RWFM. The reason is twofold:
first, it must be noted that those values are averages obtained
from only four realizations of a stochastic process, so that the
corresponding uncertainty is quite large; second, in the long
gaps scenario, the 95th percentile of the time offset is deter-
mined by the large time offset caused by the one-month-long
data gap, which basically depends on the quality of the predic-
tion made at the last computation of Δ f0 before the gap. By
chance, within a given simulation, such a prediction error can
be larger than that obtained with a smaller RWFM, even if, on
the average over a large number of simulations, it should be
smaller.

Table 4. 95th percentile of the time offset/ns of the optical time
scale with respect to UTC, over the five-months simulation period,
for all the scenarios and for the reduced RWFM of the master clock.

Scenario Set 1 Set 2 Set 3 Set 4 Average

Ideal 0.81 0.62 0.57 0.60 0.65
Short meas. 0.95 0.72 0.72 0.80 0.80
Long gaps 3.7 1.3 2.1 4.6 2.9
Weekly data 2.7 0.9 2.0 1.7 1.8
Weekly data with jitter 1.9 1.0 1.9 1.6 1.6
Weekly data with long gaps 3.5 2.5 3.4 3.2 3.2

Table 5. 95th percentile of the time offset/ns of the optical time
scale with respect to UTC, over the five-months simulation period,
for nominal and increased WFM of the master clock.

Scenario Set 1 Set 2 Set 3 Set 4 Average

Ideal, nominal WFM 0.81 0.62 0.57 0.60 0.65
Ideal, increas. WFM 0.63 0.61 0.70 1.03 0.74

4.8. Non-nominal AHM: high WFM & frequency jumps

In this section we show what might happen to the optical time
scale when the AHM suffers from a non-nominal behaviour.
In particular, we considered two cases. In the first one, we
evaluated the impact of a noise increase, such that the WFM
coefficient becomes larger than the one declared by the manu-
facturer. After a general theoretical discussion of the problem,
we verified our hypothesis with a WFM coefficient of 4 ×
10−13, which is an order of magnitude larger than the refer-
ence value reported in table 1. In the second case, we evaluated
the impact of a frequency jump with the shape of a Heaviside
step function affecting the AHM. Also in this case, we dis-
cussed the problem both from the theoretical point of view
and by simulations, with particular attention to the relation
between the uptime of the optical clock and the time off-
set accumulated due to the frequency jump. Specifically, we
simulated the effect of a frequency jump with an amplitude
of 1 × 10−14, comparable with those occasionally observed in
our laboratory.

In the first case, the increased WFM of course degrades the
short-term stability of the optical time scale, at least up to an
averaging time of the order of τ 0 days, where τ 0 is the time
interval between two consecutive measurements of the AHM
versus the optical clock, e.g. one day in the ideal scenario and
seven days in the weekly data scenario. However, in the ideal
scenario or, more in general, when the uptime of the optical
clock is sufficiently high that the refined version of the steering
algorithm can be applied, the increased WFM should not affect
too much the time offset accumulated by the optical time scale
over time periods larger than τ 0, thanks to the fact that the y0

component of Δ f0 corrects the WFM averaged over τ 0. This
has been verified by simulations in the ideal scenario, with a
WFM coefficient of 4 × 10−13, and the results are reported in
table 5, in terms of the 95th percentile of the time offset with
respect to UTC: as expected, the average over four simula-
tions is fully consistent with the one obtained with the nominal
WFM coefficient.
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Figure 14. Ideal scenario: effect of a frequency jump on the optical
time scale. Bottom: AHM frequency with jump. Up: optical time
scale with accumulated phase offset due to the frequency jump.

We now consider the effect of the frequency jump. In the
worst-case scenario, the jump occurs immediately after the
latest application of a steering correction, so that the time offset
of the time scale linearly diverges from the one in the jump-
free scenario for the whole duration of the interval between two
consecutive corrections. The accumulated phase offset due to
the frequency jump is then Aτ 0, where A is the amplitude of
the jump. Therefore, it is evident how the effect of the jump
is inversely proportional to the rate with witch the frequency
measurements are performed and the steering corrections are
applied. The final effect also depends on the particular ver-
sion of the steering algorithm, and on the possibility to detect
the frequency jump, e.g. by using the clock anomalies detec-
tor described in [15]. As an example, we considered the ideal
scenario and the use of the refined version of the steering
algorithm, coupled with a frequency jump detector like the
one described in [15], so that the estimation of the frequency
drift, which is necessary for the computation ofΔ f0, is not per-
formed on the data batches including the jump (in that case, the
algorithm uses the most recent value of d estimated before the
jump). In this scenario, the phase offset due to the jump builds
up for one day before the next steering correction is applied,
with its y0 component correcting the frequency jump. In par-
ticular, we simulated a jump with A = 1 × 10−14, so that we
expect an accumulated phase offset of about 1 ns. The simu-
lation results are shown in figure 14: in the bottom part of the
figure, the AHM frequency is plotted along with the frequency
jump indicated by the arrow, whereas in the upper part the opti-
cal time scale is plotted. As expected, as a consequence of the
frequency jump, the time scale accumulates an additional time
offset of about 1 ns, which is also highlighted in the figure.
Moreover, note that the accumulated phase offset is recovered

after the jump, thanks to the Δ f2 component of the steering
correction.

5. Conclusions

We have presented the results of a series of robustness tests for
a time scale algorithm based on an optical clock, by simulating
several possible scenarios for its availability.

The results prove that the selected steering algorithm is
robust and effective despite its very simple implementation. As
expected, the scenarios giving the best and worst performances
are the ideal one (continuous operation) and those with long
unavailability periods, respectively. In particular, the optical
time scale obtained in the ideal scenario shows a time accu-
racy of a few hundreds of picoseconds, even if the steering
correction is computed and applied only once per day. More-
over, it is interesting to note that the realistic scenario with only
one measurement per week, gives results which are nonethe-
less within a couple of nanoseconds from the ideal scenario.
This is remarkable as it means that, even with a much smaller
effort dedicated to the optical clock, the final performances
of the time scale are already close to those of the best time
scales currently realized worldwide with the classical methods.
Even more interesting are the results obtained in the scenario
in which the optical clock is operated only for a few hours per
day, where the optical time scale shows a time accuracy of a
few hundreds of picoseconds, as in the ideal scenario. Once
again this is remarkable, as it means that, even with a smaller
effort dedicated to the optical clock, the final performances
of the optical time scale can be pushed to an unprecedented
level of accuracy. As a final remark, we note that in the ideal
scenario with 100% uptime, the hypothesis of computing and
applying the steering correction only once per day, even if eas-
ier to implement in the laboratory, is not the most performing
one. With the refined algorithm, in fact, it is possible to further
improve the performances by using a more frequent computa-
tion and application of the steering correction, e.g. on an hourly
basis.

Currently, at the INRiM time and frequency laboratory, we
are working to integrate the IT-Yb1 optical clock as a steer-
ing reference within the time scale algorithm described in
[7, 12], used for the generation of UTC(IT), by applying the
same steering algorithm described in the present work. First,
we will perform an off-line test of the algorithm by using
the IT-Yb1 experimental data collected from October 2018
to February 2019 [13]. Second, we will test the algorithm
in real time to generate an optical test time scale in parallel
with UTC(IT), without affecting the official Italian time scale.
Then, if the results will be at least as good as those presented
in this article, we will actually use IT-Yb1 for the generation of
UTC(IT) along with all the other available steering references,
as described in [7, 12]. The results presented in this work will
be useful to understand the effort that should be dedicated to
the optical clock operation in order to improve the current per-
formances of UTC(IT). More in general, we believe the results
presented in this work will be useful to drive the development
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of optical time scales in the near future, in any kind of time
laboratory equipped with an optical clock.
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