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1.  Introduction

Like other electrically conducting materials, when crossed 
by a current, graphene exhibits electrical excess noise, domi-
nated by �icker (1/f ) noise. Flicker noise limits the resolution 
of sensors [1�4] and the sensitivity of ampli�ers and detectors 
[5�7]. Moreover, in recent years, several works proposed gra-
phene sensors based on electrical noise output [7�10].

Flicker noise in graphene is highly dependent on the 
growth technique, the device fabrication technology and the 
speci�c bias conditions [5, 11�17]. A proper characterisation 
of magnitude and spectral properties of �icker noise is essen-
tial to enable its adoption as an industrial material for future 
electronics.

The accurate measurement of �icker noise spectral density 
is made dif�cult by the small magnitude of the signal to be 
measured (in the nV Hz�1/2 range) [18], and the long measure-
ment time required to probe the low frequency region [19].

A direct measurement using a single-channel signal 
analyzer is corrupted by the �icker noise of the instrument 
itself [20�22], which can have a magnitude comparable to 
that of the signal of interest. A correction can be performed, 
but requires an independent measurement of the noise �oor  
[23, 24]. Interferences, often from mains, are another typical 
source of error.

The experimental design must take into consideration the 
DC voltage caused by the device bias current, which can over-
load a DC-coupled instrument input stage. AC coupling in 
commercial ampli�ers is available, but typically with a cutoff 
frequency of tenths of hertz (see e.g. [25]), causing signi�cant 
errors on measurements performed below 10 Hz.

This paper presents a digital correlation spectrum analyzer 
for the measurement of �icker noise of graphene samples.
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Abstract
We present a high-resolution digital correlation spectrum analyzer for the measurement of 
low frequency resistance �uctuations in graphene samples. The system exploits the cross-
correlation method to reject the ampli�ers� noise. The graphene sample is excited with a low-
noise DC current. The output voltage is fed to two two-stage low-noise ampli�ers connected 
in parallel; the DC signal component is �ltered by a high-pass �lter with a cutoff frequency of 
34 mHz. The ampli�ed signals are digitized by a two-channel synchronous ADC board; the 
cross-periodogram, which rejects uncorrelated ampli�ers� noise components, is computed in 
real time. As a practical example, we measured the noise cross-spectrum of graphene samples 
in the frequency range from 0.153 Hz to 10 kHz, both in two- and four-wire con�gurations, 
and for different bias currents. We report here the measurement setup, the data analysis and 
the error sources.
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The analyzer is based on cross-correlation [26, 27], which 
rejects to a large extent the noise of the ampli�ers, and thus 
allows to determine the device noise power spectrum under 
DC current excitation. Both analogue [28, 29] and digital  
[30, 31] cross-correlators have been described in the litera-
ture, the most accurate implementations being employed in 
Johnson noise thermometry experiments [32�34]. Although 
not perfect [35�37], the rejection of ampli�ers� noise given 
by correlation is particularly effective at low frequency, and 
therefore in �icker noise measurements.

The analyzer here described is based on a two-channel 
voltage signal conditioning system, including low-noise, 
high-gain ampli�ers and a synchronous sampling system. The 
acquired samples are processed by a digital correlation algo-
rithm. At variance with commercial signal analyzers (see e.g. 
[25] and [38]), the lowest measurement frequency can be vir-
tually arbitrarily extended, with a number of frequency points 
up to 217. Proper wiring and shielding reduce interferences to 
negligible levels.

In section� 4, examples of �icker noise measurements on 
graphene samples are shown.

2.  Noise measurement concepts

2.1.  Basics of cross-correlation

Noise measurements on devices require the ampli�cation of 
small signals. Ampli�ers, however, introduce additional noise 
components. The cross-correlation method rejects the ampli-
�ers� noise by simultaneously amplifying the device noise 
with two different ampli�ers and by combining their output 
signals in a suitable way.

Let us brie�y review the cross-correlation method by 
referring to the principle schematic of �gure� 1: v�t� rep-
resents the device noise signal, which is the quantity of 
interest; e1(t) and e2(t) are the ampli�ers� noise comp
onents; the ampli�er gains are assumed to be 1, without loss 
of generality. We assume that the signals are realizations of 
stationary and ergodic random processes. For this class of 
processes, the main statistical properties are described by 
the auto- and cross-correlation functions or, equivalently, 
in the frequency domain, by the spectral density and cross-
spectral density functions (or, respectively, spectrum and 
cross-spectrum).

The signals v1�t� and v2�t� at the ampli�ers� outputs are

v1�t� � v�t� � e1�t�,� (1)

v2�t� � v�t� � e2�t�.� (2)

We assume that v�t�, e1(t) and e2(t) are uncorrelated, that is, 
for all time lags � ,

E�e1�t�e2�t � ��� � 0,� (3)

E�v�t�ei�t � ��� � 0, i � 1, 2,� (4)

where E��� denotes the expected value of the argument. With 
these assumptions, the cross-correlation of v1�t� and v2�t� is

R12��� � E�v1�t�v2�t � ���,
� E��v�t� � e1�t���v�t � �� � e2�t � ����,
� E�v�t�v�t � ��� � 0,
� Rvv���,

�

(5)

which coincides with the auto-correlation function Rvv��� of 
the device noise. The terms depending on the uncorrelated 
noise components are thus rejected: there only remains the 
term depending on the correlated noise at the ampli�ers� 
inputs.

Equivalently, in the frequency domain, the cross-spectrum, 
which is de�ned as the Fourier transform of the cross-corre-
lation R12���, coincides with the spectrum Sv� f � of the only 
correlated component. In fact, from (5),

S12� f � �
� �

��
R12���e�j2�f � d� ,

�
� �

��
Rvv���e�j2�f � d� � Sv� f �.

�
(6)

Typically, to estimate S12(  f ) and Sv� f �, the signals v1�t� 
and v2�t� are periodically and simultaneously sampled and 
acquired with sampling period Ts. We denote the N acquired 
samples by v1�n� and v2�n�, n � 1, � � � , N .

We choose the cross-periodogram [39, section�9.5] as an 
estimator of the cross-spectrum and to reduce the uncertainty 
we adopt the Bartlett lag window [40, section�6.2]. Let us con-
sider NM samples splitted into M groups of N samples each; 
the cross-periodogram associated to group m, m � 1, � � � , M, 
is

�S
� p�
12,m� fk� �

Ts

N

�
N�

n�1

v1��m � 1�N � n�e�j2�fknTs

��

�

�
N�

n��1

v2��m � 1�N � n��e�j2�fkn�Ts

�

,

�

(7)

where fk � k��NTs�, k � 0, � � � , N � 1, are the Fourier fre-
quencies and the asterisk denotes complex conjugation. The 
reciprocal of the acquisition time T0 � NTs corresponds 
to the resolution bandwidth. The average value of the M 
periodograms,

�S12� fk� �
1
M

M�

m�1

�S
� p�
12,m� fk�,� (8)

is an estimator of S12(  f ) whose variance [39, section�9.5]

var��S12� fk�� �
1
M

Sv1� fk�Sv2� fk�� (9)

depends on M and on the power spectral densities of the sig-
nals v1�t� and v2�t�,

Svj� fk� � Sv� fk� � Sej� fk� j � 1, 2.� (10)

The uncertainty of this estimator thus depends on the ampli-
�ers� noise, and choosing a suf�ciently large M allows to 
reduce the uncertainty to the desired level.
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2.2.  Systematic error sources

A detailed analysis of the error sources in the cross-correla-
tion method can be found in [36, 37, 41]. Here we brie�y sum-
marize the results in a form suitable to estimate the systematic 
error of the setup described in section�3.

A simpli�ed equivalent circuit for the error analysis is shown 
in �gure�2. The device is represented by a Th�venin�s equivalent 
circuit composed of the noise signal source v�t� in series with 
the resistance R. The two ampli�ers have equal gain, which we 
assume to be 1, and equal input impedance Zi� f �. The ampli-
�ers� output voltages are v1�t� and v2�t�. The voltage sources 
e1(t) and e2(t) represent the equivalent input noise voltage of the 
ampli�ers; the current sources j 1(t) and j 2(t) represent the input 
short-circuit noise current of the ampli�ers3.

The currents j 1(t) and j 2(t), crossing R and the imped-
ances Zi, generate a voltage which adds to the signal of 

interest, thus causing a systematic error in the estimation of 
Sv� f �. Following [37], it can be shown that the systematic 
error �Sv� f � on Sv� f � is given by

�Sv� f � � R2�Sj1� f � � Sj2� f ��

� R
Re�A� f �S�

e1j1� f � � A� f �S�
e2j2� f ��

�A� f ��2
,

�
(11)

where Sj1� f � and Sj2� f � are, respectively, the spectral density 
functions of j 1(t) and j 2(t), Se1j1� f � and Se2j2� f � are, respec-
tively, the cross-spectral density functions between e1(t) and 
j 1(t) and between e2(t) and j 2(t),

A� f � �
1

1 � 2R�Zi� f �� (12)

is the input attenuation, and the operator Re takes the real part 
of the argument.

At low frequency, capacitive effects are negligible and 
the input impedance is usually very high. As a consequence, 
�A� f �� � 1 and the contribution of the voltage noise to 
Sj1� f � and Sj2� f � is usually negligible (see also [37]). The 

v(t)
+

e1(t)
+ 1 v1(t) = v(t) + e1(t)

e2(t)
+ 1 v2(t) = v(t) + e2(t)

Figure 1.  Equivalent circuit of a spectrum analyzer based on the cross-correlation method.

v(t)
+

R

Zi j1(t)

e1(t)
+ 1 v1(t)

Zi j2(t)

e2(t)
+ 1 v2(t)

Figure 2.  Equivalent circuit for the analysis of systematic errors.

3 The short-circuit noise current contains also the current injected by the 
noise voltage through the �nite input impedance: with this choice, the input 
impedance Zi can be moved upstream of the noise voltage sources, and the 
equation�can be simpli�ed.
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cross-spectra Se1j1� f � and Se2j2� f � are of dif�cult evaluation, 
but at low frequency their contribution is usually negligible 
too. Taking into account these conditions, we shall approxi-
mate the error at low frequency as

�Sv� f � � R2�Sj1� f � � Sj2� f ��.� (13)

3.  Measurement setup

The voltage noise of a device or a circuit can be measured 
with a digital correlation spectrum analyzer in a shielded 
and temperature controlled environment. Here the device is 
a graphene sample in the form of a Hall bar. If the sample 
is unbiased, the measured signal includes only the thermal, 
white noise component. Instead, if the sample is crossed by a 
DC bias current, both white and excess noise components are 
measured.

The measurement setup, as shown diagrammatically in 
�gure�3, is composed of a test circuit, ampli�ers and a data 
acquisition board. Here we describe the setup in a two-ter-
minal con�guration; the extension to the four-terminal con-
�guration is straightforward.

The test circuit, represented in �gure�4, allows to measure 
the noise signal v�t� of the sample with or without a DC bias 
current, which can be turned on and off by the switch S. The 
bias current is generated by the voltage source E in series with 
the 10 M� metal resistor RB, having negligible excess noise. 
The voltage source E consists of four series-connected 1.2 V 
NiCd batteries and a dip switch allowing to set E to 1.2 V, 
2.4 V, 3.6 V or 4.8 V. The two outputs, 1 and 2, are AC coupled 
by two high-pass �lters with a cutoff frequency of 34 mHz. 
The test circuit is shielded by a box connected to the low ter-
minal of the battery.

The noise signal v�t� at the outputs 1 and 2 is then ampli-
�ed simultaneously by two two-stage low noise ampli�ers 
with a total gain of 104 (�gure 3). The �rst stage is composed 
of two battery-powered commercial ampli�ers with a gain of 
100: an EG�G PAR 113 pre-ampli�er (10 nV Hz�1/2 nom-
inal voltage noise, 7 fA Hz�1/2 current noise at 1 kHz) and an 
EG�G PAR 5113 pre-ampli�er (4 nV Hz�1/2 nominal voltage 
noise, 40 fA Hz�1/2 current noise at 1 kHz). The second stage 
is composed of two bespoke ampli�ers with a gain of 100  
(10 nV Hz�1/2 voltage noise), powered by a dedicated regu-
lated power supply.

×100
ADC

ADC

TEST
CIRCUIT

×100

×100

×100

AC 230 V

1

2

µmetal
box

Figure 3.  Block schematic of the digital correlation spectrum analyzer, composed of a test circuit, ampli�ers and data acquisition board 
with analogue-to-digital converters. The test circuit and the ampli�ers are individually electrically shieldied (thin rectangles) and further 
magnetically shieldied by a �metal box (thick rectangle).

E
+

ON

10 M�

RB

Sample

OFF

BIAS
S

4.7 �F

C�

10 M�R�

4.7 �F

C�

10 M�R�

1 v(t)

2
v(t)

Figure 4.  Schematic of the test circuit.
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The test circuit (�gure 5(a)) and the two two-stage 
ampli�ers are contained in an electrically and magnetically 
shielded �metal box, as shown in �gure� 5(b). The ampli-
�ers� outputs are connected to a PXI rack, equipped with 
the data acquisition board (National Instruments 4462) that 
communicates through an optical �ber with a computer. The 
board is characterized by a resolution of 24 bit and a max-
imum sampling frequency of 204.8 kHz. A software controls 
the signal acquisition. A typical measurement is composed 
of N  �  217 pairs of samples acquired at a sampling rate of 
20 kHz. The resolution bandwidth is 0.153 Hz and the dura-
tion T0 of a single acquisition is of about 6.5 s. The shielded 
boxes and the ampli�ers have the same ground connected to 
the PXI external ground.

4.  Example measurements on graphene samples

As an example application of the setup described in section�3, 
we present a series of noise measurements on two graphene 
samples, labeled respectively AEM23C and AEM22A (see 
[17] for an in-depth analysis of the measurements). The Hall 
bars were fabricated from commercial chemical vapor depos-
ited monolayer graphene. The geometry was de�ned by means 
of electron beam lithography and oxygen plasma etching. Cr/
Au electrodes were deposited with an electron-gun evaporator. 
Figure�6(a) shows a scanning electron microscope image of 
the sample AEM23C.

Noise measurements were performed in two- and 
four-terminal con�gurations (see �gures�6(b) and (c)), and at 

(a)

�metal

�metal

(b)

Figure 5.  Measurement setup: (a) test circuit placed in an electrically shielding box (top cover removed); (b) test circuit and two-stage 
ampli�ers placed in a large magnetically shielding �metal box (top cover removed).

Figure 6.  (a) Scanning electron microscope image of the graphene Hall bar AEM23C; (b) two-terminal measurement con�guration: 
the noise voltage v�t� is measured across the same terminals at which the DC bias current I is applied; (c) four-terminal measurement 
con�guration: the noise voltage is measured across two terminals which are different from those at which the DC bias current is applied. 
The dashed lines represent the bias current path in the respective cases.

Meas. Sci. Technol. 30 (2019) 035102
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different bias current levels. The two-terminal con�guration 
corresponds to the schematic of �gure�4.

Figure 7(a) shows the successful rejection of uncorrelated 
noise by the cross-correlation technique. In this �gure, three 
voltage noise spectra from sample AEM23C are reported. The 
two spectra labelled �Sv1�f � and �Sv2 � f �  were measured in the 
two-terminal con�guration with no bias current and represent 
the measurements at the two ampli�ers� outputs (scaled by 
the gain). The spectrum labelled �S12�f � is the estimated cross-
spectrum of �Sv1�f � and �Sv2�f �. All the estimated spectra were 
obtained by averaging M  �  250 periodograms. The spectra 
�Sv1�f � and �Sv2�f � contain the thermal noise from the unbiased 
sample but also the ampli�ers� noise, with 1/f  components. 
These components are uncorrelated and are rejected in the 
cross-spectrum �S12�f � as expected from (5).

Figure 7(b) reports four cross-spectra, obtained in both 
two-terminal (2T) and four-terminal (4T) con�gurations and 
with (on) or without (off) bias current. The cross-spectra 
from the unbiased sample consist of the thermal noise comp
onent only; the thermal noise level measured in two- and 
four-terminal con�gurations is the same because the equiva-
lent resistance of the sample as seen from the voltage termi-
nals is the same in both con�gurations (�gure 6). Instead, 
the cross-spectra from the biased sample contain also a 1/f  
noise component, and the 1/f  noise level in the two-terminal 
con�guration is one order of magnitude greater than that in 
the four-terminal con�guration. This ratio is due to the fact 
that in the two-terminal con�guration the bias current crosses 
the c-shaped graphene segment (dashed line in �gure�6(b)) 
and the contacts, whereas in the four-terminal con�guration 
the bias current crosses only the center bar of the sample 
(dashed line in �gure�6(c)) and only a fraction of the gener-
ated 1/f  noise is thus measured. Given the sample geometry 
and the bias current paths, if the excess noise were gener-
ated in the graphene only, there would have been a ratio of 

about 3 between the 1/f  noise levels measured in two- and 
four-terminal con�gurations. The extra factor can be ascribed 
to the contacts [17].

The systematic error due to the ampli�ers� input currents 
can be estimated from (13) and from the ampli�ers� current 
noise speci�cations reported in section�3. It is worth noting 
that for FET-input ampli�ers, like those chosen for this experi-
ment, the current noises Sj1� f � and Sj2� f � are white down to 
very low frequency, and this implies that the systematic error 
is constant also in the �icker noise region of interest. For a 
resistance of the order of 10 k�, �Sv� f � � 1.6 � 10�19 V2 
Hz�1, independent of frequency. The type A uncertainty asso-
ciated to the spectra can be evaluated from (9). For instance, 
from �gure�7(a),

�Sv1�f � � 2 � 10�16 V2 Hz�1 �
�

1 �
20 Hz

f

�
� (14)

and

�Sv2�f � � 3 � 10� 16 V2 Hz� 1 �
�

1 �
20 Hz

f

�
,� (15)

from which, taking into account that M  �  250, 
u��S12� f �� � 1.5� 10� 17 V2 Hz�1 in the white noise region 
and u� �S12� f �� � 3 � 10� 16 V2�f  in the 1/f  noise region. A 
similar analysis can be performed for �gure�7(b). Indeed, the 
type A uncertainty can be further reduced by increasing M.

To give a further example, we report in �gure�8(a) a number 
of measurements on the sample AEM22A, in two-terminal 
con�guration at bias current levels of approximately 120 nA, 
240 nA, 360 nA, 480 nA. Also in this case the rejection of 
uncorrelated noise is successful for all the spectra. It can be 
observed that the �icker noise level increases with the bias 
current. The expected quadratic dependence [42, 43] is con-
�rmed by �gure�8(b), which reports the spectra normalized to 
the square of the corresponding applied current.

100 101 102 103 104

10�16

10�15

10�14

f / Hz

S
v
(f

)/
V

2
H

z�1
Ŝv1 (f )

Ŝv2 (f )

Ŝ12(f )

(a)

100 101 102 103 104

10�16

10�15

10�14

10�13

10�12

f / Hz

�S12�f � ���� �� �
�S12�f � ���� ���
�S12�f � ���� �� �
�S12�f � ���� ���

���

Figure 7.  Voltage noise spectra of sample AEM23C in different measurement con�gurations: (a) estimated spectra �Sv1� f � and �Sv2� f � 
measured in two-terminal con�guration without bias and the corresponding cross-spectrum �S12�f �; (b) comparison between two-terminal 
(2T) and four-terminal (4T) con�gurations with (on) or without (off) DC bias current.
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