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Abstract

The dynamic properties of magnetite nanoparticles are investigated by rate equa-

tions with the aim of clarifying the factors affecting their performance as tracers in

magnetic particle imaging (MPI). It is shown that size-dependent effects such as mag-

netic hysteresis and dipole-dipole interaction may have a great impact on the behaviour

of MPI tracers. Usually, magnetic imaging exploits higher-order harmonics of the mag-

netization waveform without considering either intra-particle hysteresis or inter-particle

interactions. These assumptions may result in an incorrect estimate (either by excess

or by defect) of nanoparticle concentration, which is the ultimate aim of MPI. The

mismatch between real and estimated values is apparent for concentrations typical of

some therapeutic applications of magnetic nanoparticles, or reached by effect of par-

ticle accumulation in organs owing to slow clearance processes. We show that this

difficulty can be removed measuring not only the magnitude of the third harmonic of

the signal but also the phase shift with respect to the driving field. The proposed

technique of signal adjustment makes use of the settings of present-day MPI operating

devices. The validity of the adjustment procedure is checked by a proof of concept

using non-uniform nanoparticle concentrations.
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Introduction

Magnetic Particle Imaging (MPI) has emerged as a novel tomographic technique1–4 with

widespread prospective applications in bio-medicine5–8 both as a standalone method of di-

agnostic imaging9–13 and as an auxiliary diagnostic tool associated to specific therapies of

precision medicine.14–17

MPI is based upon the detection and analysis of the voltage induced by magnetic tracers

at the nanoscale (usually based on iron oxide nanoparticles as already approved by the US

Food and Drug Administration (FDA) for human use18) under the combined action of a

high-frequency sinusoidal magnetic field H(t) and of a non-uniform magnetic field character-

ized by a high gradient (called bias field).3,10,19,20 The technique has the double advantage

of not requiring the use of ionizing radiation and of penetrating tissues deeply inside a living

body6,21 (such a property being shared with the related technique of Magnetic Particle Spec-

troscopy22,23). MPI takes further advantage from the present-day knowledge on diffusion,

steering, positioning and clearance of magnetic nanoparticles inoculated in a living body.24–26

Accurate localization of nanoparticles within a target tissue is mandatory in the ther-

apeutic practice,24,27,28 and can be properly achieved by means of MPI. In fact, when the

bias-field gradient is sufficiently large only the tracers placed where the bias field is zero have

their magnetic state dynamically modified by the driving field H(t) and generate the MPI

signal; in actual devices the active region can be either a very small area (a point) or an

entire narrow strip (a line) which are called field-free point/line (FFP/FFL), respectively.2,3

Nanotracers placed out of the active region can be assumed to be magnetically saturated by

the bias field, which is no longer vanishingly small there, and therefore remain magnetically

inert under the action of the driving field H(t).

A parameter of primary importance in biomedicine is the local concentration of mag-

netic nanoparticles,29 which should be very precisely estimated in all applications where

the therapeutic efficiency is intrinsically related to a cumulative effect of nanoparticles. For
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instance, in both magnetic hyperthermia and particle-assisted drug release a local concen-

tration threshold can usually be defined, under which the healing effect is lost.24,30–32 MPI

is a powerful method for determining the local concentration of magnetic tracers in a living

tissue.3,5,9,11,28,33–35

In all imaging techniques based upon detection of specific nanotracers by effect of the

physical effects which take place in the nanotracers themselves, an in-depth knowledge of the

underlying physics is needed.28,36 In the case of MPI, the magnetic properties of tracers at

the operation frequency should be known in great detail. However, the signal picked up by

a MPI device is often interpreted on the basis of a very simplified description of the physical

principles which take place in magnetic nanoparticles and govern their behaviour under the

driving field.2,3,19,37

Usually, magnetic tracers eligible for MPI are described as being in the ideal superpara-

magnetic state at room temperature, which means that the magnetic response to the driving

field is fully reversible, albeit definitely nonlinear.2,3,19,37 The intrinsic nonlinearity of the

magnetic response is the key factor to build a MPI map of the scanned tissue. Usually, a

MPI device works by detecting higher-order harmonics of the induced signal, which is in

turn proportional to the magnetization M(t) of particles driven by a sinusoidal field H(t)

of frequency f . The M(t) waveform is non-sinusoidal because of the nonlinearity existing

between M and H, and contains higher-order odd harmonics of frequencies equal to 3f ,

5f ,.., the third harmonic being obviously the largest and the one usually exploited in actual

devices.2,3,34

However, the current description of the magnetic tracers as ideally superparamagnetic

particles loses a great deal of meaning at high frequencies such as the ones typically used in

MPI (10-100 kHz), a circumstance often not duly taken into account.9,38,39 A more insightful

description of the magnetic response of tracers at high frequency is needed, although this

may be a challenging task owing to the existence of magnetic hysteresis effects which can

make the magnetic response of an assembly of nanoparticles more complex.40,41 Magnetic
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hysteresis in nanoparticles is influenced by various factors including size, morphology,42 sur-

face functionalization43 and affects the efficiency of the MPI response of actual nanoparticle

dispersions.

Another type of difficulties arises from neglecting the magnetic interactions among parti-

cles, which again emerge by effect of particle size, morphology, surface functionalization and

nanoparticle concentration31,42,43. Often magnetic nanoparticles used as tracers for MPI are

considered as virtually noninteracting. Although this is a good approximation for small

nanoparticles and very low tracer concentrations, as is indeed the case in specific applica-

tions of MPI,9,11,14,34,44 this is not the general rule.45,46 There are many practical cases where

the nanoparticle concentration in a living tissue can become high enough that magnetic

interactions can no longer be neglected. This applies, for instance, to MPI-guided mag-

netic hyperthermia, where nanoparticles have to accumulate in correspondence of the target

tissue in order to produce the desired heating effect.14,17,47 Even in applications where the

concentration of nanoparticles capable of providing therapeutic effects is low on the average,

locally high concentrations can be found in tissues and/or organs by effect of a slow process

of nanoparticle clearance and excretion, possibly resulting in dangerous side effects.48–50 It

should be noted that dipole-dipole interaction among particles exists even when the parti-

cles are well separated from each other51 , as recently checked in a suspension of commercial

iron-oxide nanoparticles.52 Dipolar interaction can be simply modeled, and is shown to be

proportional to particle concentration;31,53,54 at high frequencies the interaction becomes

non-negligible when the mean interparticle distance is lower than three to four times the

nanoparticle diameter.31,54

This paper is aimed to closely inspect the factors affecting the magnetic response of real-

istic assemblies of magnetite nanotracers submitted to a sinusoidal driving field of magnitude

and frequency appropriate to typical MPI operations.

Generally speaking, the magnetic behaviour of nanoparticles in living tissues is influenced by

the specific environment where they are placed.55,56 At the typical operating frequencies of
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MPI, Brown’s magnetic relaxation57 can be safely taken as negligible with respect to Néel’s

magnetic relaxation,57 at least when when the physical degrees of freedom of NPs in space

are almost suppressed as often observed in living tissues.55,58 This is precisely the scenario

addressed to in the present paper.

The model makes use of a consolidated technique based on magnetic rate equations.31,41,59–62

It is shown that the complex magnetic effects arising in an assembly of magnetite nanoparti-

cles (including magnetic hysteresis and interactions) pose a real challenge to the conventional

use of the third harmonic as a reliable tool to measure the real concentration of tracers at the

FFP. In particular, we find that in interacting systems the estimate of tracer concentration

which results from the standard procedure can be significantly different (either by excess or

by defect) from the real value. Such a mismatch can result in a therapeutic action potentially

ineffective or even harmful to a patient.

However, it is also shown that making a full use of the information contained in the third

harmonic of the signal (basically, measuring not only its magnitude but also the phase shift

with respect to the driving field) it is possible to give a satisfactory solution to this problem

by means of a technique of signal adjustment which makes use of the same type of settings

currently used by present-day MPI operating devices, as summarized by Scheme 1. Using

the phase shift between magnetization and driving field as an alternative parameter to get

independent information from MPI tracers is still a rather uncommon practice, although this

quantity has been exploited in some systems where Brown’s relaxation is predominant.63,64

Model: magnetic hysteresis of interacting nanoparticles

The model of nanoparticle magnetization is based upon a system of rate equations whose so-

lution gives the time-resolved occupancy numbers of potential-energy wells corresponding to

the two minima of the effective magnetic anisotropy energy of a single nanoparticle, assumed

to be a double level system (DWS).41,65 Generally speaking, at any finite temperature the oc-
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Scheme 1: Interacting magnetite nanoparticles described as two-level systems and submitted
to a high-frequency driving field generate a non-harmonic magnetic response which is anal-
ysed in frequency; a relation between amplitude and phase of the third harmonic is exploited
to get the correct estimate of the local concentration of nanotracers.
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cupancy numbers of the two wells can change by effect of thermally activated jumps over the

barrier between wells and are triggered by the applied magnetic field also.41 The calculations

are done for all angles ϕ between the nanoparticle’s easy axis and the instantaneous mag-

netic field direction. The overall magnetization of an assembly of nanoparticles with random

easy axes is obtained by summing up the output of the rate equations for each ϕ and can be

plotted as a function of either time or magnetic field. Properties, advantages and application

limits of the rate-equation method applied to the dynamics of nanoparticle magnetization

in the intermediate frequency range (below about 500 kHz) have been extensively discussed

in a number of papers31,41,61,62,66 and are reported in brief as Supporting Information. In

the present rate-equation approach, it is pure Néel relaxation that determines the evolution

of particle magnetization, Brown’s mechanism not being considered by definition. In these

conditions, the amplitude of the magnetic response of a set of nanoparticles is expected to

drop to zero above a critical particle size whose value critically depends on frequency, tem-

perature, magnetic anisotropy.62,67 Such a scenario happens when MPI tracers inside the

target tissue are physically immobilized.55,58 For typical magnetite nanoparticles the upper

limit of the size interval where Néel relaxation mechanism acts is around 15-16 nm at 25 kHz

and at room temperature. Of course, an efficient response of MPI tracers can be observed

even above that size limit when the particles are placed in an acqueous medium, provided

that the values of the viscosity and the particle’s hydrodynamic radius allow for substantial

Brown’s relaxation to occur.67 For instance, the optimal performance at 25 kHz observed in

20-nm iron oxide particles with a hydrodynamic radius of 30 nm68 can be ascribed to pure

Brown’s relaxation, so that the same particles, when immobilized, would give no detectable

MPI signal.69 Similar considerations also apply to particle aggregates or multi-core beads,

which usually can be pictured as large magnetic units composed of individual particles of

smaller size.67,70

In the rate-equation framework, a central role is played by the effective energy barrier
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between the two potential-energy wells, EB, which is determined not only by the particle’s

magnetic anisotropy but also by a term taking into account the dipolar interaction among

nanoparticles.31 For monodisperse nanoparticles of size D and volume V = (π/6)D3 char-

acterized by uniaxial magnetic anisotropy of magnitude Ku whose easy axis makes an angle

ϕ with the magnetic field, the following expression has been proposed for the energy barrier

seen by well i (i=1,2) of the double-well system:

EB i(H.ϕ) = E 0
B i(H,ϕ) + αM2

s V (1− |m0|
2

)fV . (1)

where Ms is the particle’s saturation magnetization, fV = 1/d3 is the concentration of

particles placed in a definite region of the host medium (either biological or not), d is the mean

interparticle distance, E 0
B i(H,ϕ) is the barrier’s height for the non-interacting system, |m0| is

the absolute value of the reduced magnetization, α is a dimensionless constant of the order of

magnitude of 10. The magnitude of E 0
B i(H = 0, ϕ) is primarily determined by the product

KuV ; the usual Zeeman-energy term adds to KuV when the magnetic field is switched

on. In this model, dipolar interaction modifies the energy barrier of each DWS, making it

possible to reduce a many-body problem to a mean-field theory.31 The model is based on a

statistical description of the dipolar energy in an ensemble of magnetic nanoparticles71 and

bears close similarities with other approaches57,72 based on a different expression of the same

energy, basically equivalent at fixed temperature to the one used here72. The energy barrier

determines the values of the time constants appearing in the rate equations, τi:

τi = τ0 exp

[
EB i

kBT

]
(2)

where τ−1
0 ≃ 10−9 s−1 is the attempt frequency, kB is the Boltzmann constant and T the

temperature. The reciprocal of each time constant τi (i =1,2) is the escape frequency out

of well i. In this paper the following values of the magnetic parameters, appropriate to

magnetite nanoparticles at room temperature, are used: Ms = 350 emu/cm3; Ku = 3×105
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erg/cm3. The particle diameters are in the 11 - 16 nm range; this choice ensures that the

rate equations can be safely applied at room temperature and at the working frequency of

25 kHz.61,73

The overall energy barrier for interacting particles is linearly dependent on fV , implying

that the kinetics of redistribution of nanoparticles in the potential wells and the magnetic

response of the system are critically affected by the fraction of particles present in the

unit volume of the host medium. It should be noted that in this model noninteracting

nanoparticles are described in the limit fV → 0 (d → ∞).

Depending on various factors (nanoparticle size, temperature, driving field frequency,

nanoparticle concentration) the system’s magnetization M plotted as a function of the mag-

netic field H can either display a hysteresis loop or be anhysteretic, basically reducing to a

Langevin curve. When all the other parameters are kept constant, a central role is played

by the driving field frequency, which is usually in the 10 - 500 kHz range in biomedicine

applications.29,74 In particular, MPI makes use of a frequency of the order of 20-30 kHz.3,19

Often, such terms as ”superparamagnetic state” (no magnetic hysteresis) or ”blocked state”

(presence of hysteresis) are associated to the magnetic behaviour of a nanoparticle in dc

measurements, i.e., at almost zero frequency. However, particular attention should be payed

when operating at higher driving-field frequencies.

A typical example of the changes introduced by a high magnetizing frequency is shown

in panels a), b) of Figure 1, where the room-temperature magnetization of two nanoparticle

assemblies with random easy axes is reported as a function of H. For the sake of simplicity,

the nanoparticles are assumed to be noninteracting and monodisperse. The time dependence

of the driving field is H(t) = HV cos(ωt) with ω = 2πf . The maximum amplitude of the

harmonic field (HV ) is called ”vertex field”.

In panel a) the frequency is vanishingly small, and the resulting M(H) curves for both

particle sizes turn out to be nonhysteretic in the region |H| ≤ HV (full lines; the dashed
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Figure 1: (a): Full lines: anhysteretic magnetization of two monodisperse nanoparticle
assemblies in quasi-static conditions for H ≤ HV = 100 Oe; dashed lines: Langevin curves;
(b): magnetic hysteresis in the same systems under a high-frequency driving field of vertex
HV ; dashed lines: Langevin curves; (c): H(t) (thin black line) and M(t) waveforms (thick
lines in colour) at 25 kOe. The phase shifts of M(t) are shown in the rightmost bottom
panel.
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lines show the Langevin curves over an extended field interval). In this case the rate equa-

tions predict complete reversibility of the magnetic response independently of particle size.

According to the standard practice, both types of nanoparticles can be termed as ”super-

paramagnetic”. However, when a higher frequency of H(t) is used (25 kHz, as in panel b)),

hysteresis loops appear. In the case of particles with D = 12 nm a slender, narrow loop

is observed and the cyclic magnetization never takes values much different from the ones

predicted by the corresponding Langevin curve (dashed blue line); in the case of 15-nm par-

ticles, however, a much wider loop appears and the cyclic magnetization is now very different

from the Langevin curve (red dashed curve),

The hysteretic magnetization which emerges when operating at high frequencies is naturally

related to the rapidity of the change of H with time, which can be followed with smaller

or larger delay by the nanoparticles. In fact, the response of a particle is determined by

the time constants τi of the rate equations (typically larger in larger nanoparticles because

of the higher energy barrier involved).41,65 The delay between H(t) and M(t) is responsible

for the hysteresis loop observed when M is plotted as a function of H. The time-resolved

solutions of the rate equations at f = 25 kHz are shown in panel c) of Figure 1 for the two

nanoparticle sizes, along with the driving field waveform (black line). The larger delay of

the cyclic magnetization of 15-nm nanoparticles with respect to H(t) (clearly evidenced by

the rightmost panel) is associated with the wider hysteresis loop observed in panel b).

When magnetic hysteresis is present, the signal M(t) - or alternatively the induced voltage

V ∝ −dM/dt - is characterized not only by a deformed waveform but also by a phase shift

with respect to the driving field. Indeed, such a phase shift is the real hallmark of the

presence of magnetic hysteresis. On the contrary, no phase shift is observed in the signal

produced by ideal superparamagnetic particles whose magnetization is given by the Langevin

function, which is a fully reversible function of H.

On the other hand, properly tuning the strength of the dipolar interaction among nanopar-

ticles can affect the shape of the hysteresis loops as well. In our model, both the strength
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of dipolar interaction and the barrier height linearly increase with increasing the volume

concentration of nanoparticles. The effect is shown in Figure 2a, where three loops, corre-

sponding to increasing vales of fV , are shown for monodisperse nanoparticles with D = 12

and 15 nm.

The vertex field is again HV = 100 Oe and the operating frequency f = 25 kHz. The

upper limit of the particle concentration range is taken at fV = 0.03 (≡ 3% vol), in line with

the practical applications in-vivo 75 and in preclinical MPI experiments.76 For the larger

particle size the effect of switching the interaction on is stronger. Even more important,

the hysteresis loop can become either wider or narrower than in the noninteracting case,

depending on nanoparticle size. This interesting effect, which has dramatic consequences on

the heating ability of magnetic nanoparticles, has been explained in detail elsewhere31 and

is basically related to the fact that for a given particle size there is one and only one value

of the energy barrier EB (and hence of fV ) corresponding to the maximum width of the

hysteresis loop. In particular, the loop area takes the maximum value when EB is such that

τ ≡ τ0 exp

[
EB

kBT

]
≃ 1

2f
(3)

EB being the average of the barriers for the two wells, EB,1 and EB,2.

Magnetic hysteresis in the MPI operating practice

High-frequency response of magnetic nanoparticles

MPI is typically based upon the detection of the third harmonic of the induced voltage

produced in a small region of living tissue containing magnetic nanoparticles. The third

harmonic of the signal is the fingerprint of the presence of nanoparticles. The simplest way

to prove this is to assume a superparamagnetic behaviour: the nonlinearity of the Langevin

function with the field naturally results in a magnetic response where all odd higher-order
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Figure 2: a) Effect of dipolar interaction (measured by particle concentration fV ) on the
shape of magnetic hysteresis loops at 25 kOe. Upper row: 12-nm particles; lower row: 15-
nm particles; b) from top to bottom: harmonic H(t) waveform; third harmonic of M(t) for
D = 12 nm particles with three different degrees of interaction; the same for D = 15 nm
particles.
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harmonics are present.

The MPI signal comes from the active region where the bias field is close to zero; the

steeper the gradient of the bias field, the more accurate is the measurement. For this reason,

in this paper the magnetic response is always investigated at the FFP of an ideal MPI setup.

Usually, magnetic nanoparticles are traced using the magnitude of the third harmonic of

the signal, whilst the phase shift with respect to the driving field is neglected. This would

be entirely correct if the particles were superparamagnetic: a fully reversible M(H) curve

corresponds to a M(t) waveform exactly in phase with the driving field. However, as we have

shown, a hysteresis loop is observed in high-frequency measurements even in nanoparticles

which are superparamagnetic in dc measurements. When the loop opens, a phase shift of all

odd harmonics of the picked-up signal is observed.

An example is given in Figure 2b: the upper row shows the driving field (HV = 100 Oe),

whilst the two lower rows show M (3)(t), the third harmonic of M(t), for two monodisperse

nanoparticle systems (D = 12 and 15 nm) treated as either noninteracting or interacting

(using two different values of fV ). All parameter values in Figure 2b are the same as the ones

used in Figure 2a in order to ease the comparison between the evolution of the third har-

monic and the loop shape. Figure 2b shows how magnetic hysteresis affects both magnitude

(M3) and phase shift (ϕ3) of the third harmonic: a) magnetic interactions, leading either to

an increase of a decrease of the loop area (Figure 2a), act to either enhance (D =12 nm) or

reduce (D = 15 nm) the magnitude M3 with respect to the noninteracting case; b) the third

harmonic of M(t) always displays a phase shift with respect to H(t), clearly indicating that

the M(H) curve is not reversible; the phase shift is further modified by dipolar interaction.4

The rate-equation model explains why the efficiency of magnetic nanoparticles as MPI

tracers is limited to a narrow range of sizes (typically between 10-11 nm and 16-17 nm for

4In this paper, the focus is on M (3)(t), the third harmonic of M(t), rather than on the third harmonic of
the induced voltage V (t) ∝ −dM/dT , which is the actual output of a typical MPI measuring device. In fact,
the magnitudes of the two quantities are directly proportional to each other, and their phase shifts merely
differ by a π/2 term.
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magnetite particles using the present parameter values). In fact, the magnetization vs. field

curve of small particles at 25 kHz is basically given by the Langevin function; as a conse-

quence, it is in phase with the driving field and the magnitude of its third harmonic becomes

negligible for this vertex field;3 on the contrary, the magnetic response of large particles

submitted to pure Néel relaxation is basically linear with H(t), so that the third harmonic

and the associated phase shift are both vanishingly small.

MPI signal from a living tissue

In MPI, the magnitude of the third harmonic is typically used to measure the concentration

of nanoparticles in a living tissue or organ. It should be noted that if M3 is the magnitude of

the third harmonic generated by magnetic nanoparticles, the quantity actually measured by

a MPI device on a system of nanoparticles of concentration fV dispersed in a non-magnetic

host is A3 = M3 fV .

The MPI measuring setup needs to be suitably calibrated; calibration is usually done

by measuring the third harmonic of the signal A
(c)
3 = M3 f

(c)
V from a sample containing a

known concentration f
(c)
V (usually very small) of magnetic nanoparticles. In this way, the

angular coefficient h = A
(c)
3 /f

(c)
V of a straight line (calibration line) is obtained, allowing one

to associate the A3 value measured on a real target to a specific f ∗
V value through the linear

relation A3 = hfV (green line in Figure 3).

However, such a procedure is inherently based upon the assumption of ideally noninteract-

ing particles. In all cases where a local accumulation (either intentional or unintentional) of

nanoparticles exists, interaction effects can play an important role and cannot be neglected.

Although increasing fV modifies the energy barrier EB i in a linear way (Eq. 1), the

barrier goes to the exponent of the time constants τi (Eq. 2). The presence of highly non-

linear terms in the rate equations implies that the magnetization of an assembly of interacting

nanoparticles cannot be described by simple analytic expressions (for the analytic treatment
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of a special case, see the Appendix). The shape of the M(H) curve for noninteracting

particles - which at high frequencies is in general already hysteretic - is always modified by

adding the dipolar interaction term, so that both magnitude and phase shift of the third

harmonic of M(t) change, as already observed in Figure 2b.

Figure 3: Connection between measured magnitude of the third harmonic A
(E)
3 = M3 fV

and particle concentration at the target’s FFP (f ∗
V ). Associating f ∗

V to A
(E)
3 through the

calibration line works only for noninteracting particles. When particles interact, the real
concentration fV can be either larger (blue symbols) or smaller (red symbols) than f ∗

V . See
text for details.

One important consequence of this change of hysteretic properties is that when nanopar-

ticles are interacting the magnitude of the quantity A3 = M3 fV is no longer a linear function

of fV . The effect is apparent in the two upper panels of Figure 4.

There, the linear behaviour of A3 with fV predicted when the particles are ideally nonin-

teracting (dashed lines) is compared with the actual behaviour of the same quantity obtained

after solving the rate equations. Some different cases are studied in order to assess the effect

of particle size on the correction. All curves initially follow a linear law, as expected when

dipolar interaction is negligible; however, they soon depart from the straight line: for smaller

D values (left upper panel) A3 turns out to be higher than the one predicted by the linear

16



Figure 4: Upper panels: behaviour of the magnitude of the third harmonic of the signal
(A3 = M3fv) as a function of particle concentration fV in monodisperse assemblies with
different particle diameters. Lower right panel: behaviour with fV of the phase shift ϕ3.
Lower right panel: contour map evidencing the combined effect of particle size and volume
fraction on A3.
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law; for larger D values, the opposite behaviour is obtained. This means that the correction

is critically dependent, in magnitude and sign, on particle size.

The behaviour of A3 derives from the variation of M3 with size D when magnetic hys-

teresis is present: a qualitative explanation of the opposite effects observed in smaller versus

larger nanoparticles is based on the non-monotonic behaviour of M3(D) reported in Figure

5 for both noninteracting and interacting particles. The features of the M3(D) curve for

noninteracting particles (black line in Figure 5) can be interpreted making reference to an

analytical treatment for an assembly of particles whose easy axes are parallel to each other

and to the applied field direction (collinear system). In this special case the rate equa-

tions can be analytically solved as shown in the Appendix, and an explicit expression for

the diameter D(max) corresponding to the maximum of the M3(D) curve is obtained. For

noninteracting collinear particles:

D
(max)
NI =

[
6kBT

πKu

ln

(√
5

3π

1

fτ0

)]1/3

. (4)

This expression holds even in the general case of particles with random easy axes. In

fact, Eq. 4 gives D
(max)
NI = 13.4 nm, a value very close to the exact numerical solution for

particles with random easy axes, D
(max)
NI = 13.7 nm (see Figure 5).

Increasing fV brings about an almost rigid displacement of the M3(D) curve towards left,

as shown in Figure 5. This explains why M3 either increases or decreases with increasing fV ,

depending on the value of D and the distance from the peak position. The transition from

one regime to the other one is basically marked by D
(max)
NI : when D < D

(max)
NI M3 increases

with fV , the opposite being true for D > D
(max)
NI . This prediction is in agreement with

recent experimental results46 indicating that for large nanoparticles increasing the dipolar

interaction brings about a decrease in magnetic performance of tracers, measured here by

the decrease in magnitude of M3. The analytical treatment of the Appendix explains the

displacement of the maximum with fV in terms of a linear relation which retains validity

even in the general case of random easy axes:
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D(max)(fV )

D
(max)
NI

= 1− αM2
s

3Ku

fV . (5)

Eq. 5 describes very well the displacement toward left of the maximum of the M3 curve

with fV which results from numerically solving the rate equations, as shown by the vertical

arrows in Figure 5.

Figure 5: Magnitude of the third harmonic of the M(t) signal as a function of particle diam-
eter for different degrees of dipolar interaction. Arrows mark the position of the maximum
as predicted by Eq. 5.

The difference observed for each fV between the actual values of A3 and the ones pre-

dicted by the linear theory is ∆A3 ≡
[
A3 − A

(NI)
3

]
, where A

(NI)
3 is the amplitude in the

noninteracting case; two examples of this quantity are drawn in the two upper panels of

Figure 4.

Increasing fV also results in remarkable changes of the phase shift of the third harmonic

ϕ3, as shown in the lower left panel of Figure 4 for all investigated nanoparticle sizes. There,

the horizontal dashed lines represent the behaviour in the absence of interactions (in which

case, the phase shift is independent of fV ).
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In all examined cases, a phase shift is already present for noninteracting particles, because

they all display a hysteresis loop at 25 kHz. It should be remarked that the ϕ3 values of

noninteracting particles approach -180° with decreasing particle size, as indeed expected:

when D is sufficiently small, magnetic hysteresis disappears even at these frequencies and

the loop reduces to a reversible line. In this case the phase shift is predicted to be exactly

-180° (see Supporting Information for a detailed explanation). In fact, the shift of ϕ3 from

-180° can be taken as a measure of how much does the actual M(H) curve differ from the

fully reversible Langevin function. This applies to the case of interacting particles too: the

larger the particle size and/or the dipolar interaction, the larger is the distance of the loop’s

shape from the Langevin curve.

The effect of independently modifying D and fV is shown in the lower right panel of

Figure 4, where different colours in the contour map indicate different levels of A3. For the

explored ranges of particle sizes and concentrations (corresponding to the region of higher

interest in applications), A3 takes the maximum value when D ≃ 13.5 nm. The most notable

feature of this contour map is that the maximum of the signal does not correspond to the

maximum particle diameter in this size range, as predicted when the dependence of M on H

is assumed to follow the anhysteretic Langevin law (in that case, the steeper the Langevin

function, the higher is M3; Figure 4 shows however that this is no longer true when the

hysteretic properties of the M(H) curve are properly taken into account).

The main consequence of the deviation of the A3(fV ) curve from the straight line is that

the amplitude of the third harmonic is no longer a good measure of the real concentration

of nanoparticles in the target tissue, as sketched in Figure 3. Only when the experimental

magnitude A
(E)
3 is coincident with A

(NI)
3 the concentration obtained by using the calibration

line (f ∗
V ) corresponds to the real concentration. In the presence of a deviation ∆A3, the

value f ∗
V does not correspond to the real concentration. When ∆A3 > 0 (red symbols and

letters in Figure 3) the picked-up signal is higher than the one expected assuming linear
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behaviour, introducing an error by excess in the estimate of the real concentration, which

is no longer f ∗
V but some lower value fV . The true value can be easily determined with the

aid of Figure 3 by displacing the intersection point on the calibration line (the black square)

downwards along the calibration line until the ordinate takes the value A
(NI)
3 ≡ A

(E)
3 −∆A3,

which defines another intersection point (the red square) allowing one to find the correct

value fV at once. Of course, opposite steps should be followed when ∆A3 < 0 (blue symbols

and letters).

However, this adjustment procedure works only when the value ∆A3 is known, which is

not the case in a real measurement. Therefore, the problem of getting the right concentration

from the analysis of the third harmonic should be approached in a different way. In fact,

this can be easily done by detecting not only the magnitude A3 but also the phase shift ϕ3

of the third harmonic, as shown in the next Subsection.

Adjustment based on the third harmonic

The real concentration of the particles which generate a third-harmonic signal can be ob-

tained by making use of a simple relation between magnitude and phase shift, which derives

from the rate equations and is shown in Figure 6. When the deviation ∆A3 is reported

as a function of ∆ϕ2
3 ≡

(
ϕ
(E)
3 − ϕ

(NI)
3

)2

, a linear relation between these two quantities is

observed for all examined nanoparticle diameters (the different points represent values of fV

increasing from 0 to 0.03). Therefore, the following linear expression can be proposed:

∆A3 = k
[
ϕ
(E)
3 − ϕ

(NI)
3

]2
(6)

The angular coefficient k of equation 6 can be either positive or negative, depending on

particle size. It is concluded that from a single measurement of the third harmonic it is

possible to obtain not only the magnitude A
(E)
3 but also the correction term ∆A3 which

allows one to modify the measured magnitude and to obtain the correct fV .
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Figure 6: Linear relationship between variation of the magnitude of the third harmonic of
the signal with respect to the noninteracting case (∆A3) and the square of the variation of
the corresponding phase shift (∆ϕ3).
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Outside the interval of particle sizes reported in Figure 6 (12 to 15 nm), ∆ϕ3 quickly drops

to zero; in particular, in particles of size less than 12 nm the magnetic response can always

be likened to the anhysteretic Langevin function for both interacting and noninteracting

systems, so that ϕ3 → 0 (and therefore ∆ϕ3 → 0), whilst in particles larger than 15 nm the

energy barrier for noninteracting particles is already so high that a further increase due to

dipolar interaction does not affect the magnetic response, so that magnitude and phase of

the third harmonic are independent of fV , hence again ∆ϕ3 → 0.

A proof of concept

The validity of the adjustment procedure proposed in the previous Section can be tested in

a simplified case serving as a proof of concept.

In a MPI scanning operation, the high-frequency signal picked up at the instantaneous

FFP is determined not only by the nanoparticles actually located at the FFP (where the bias

field is vanishingly small) but also by the ones present in neighbouring regions of tissue where

the bias field is not strong enough to saturate the particle magnetization, making it necessary

to solve a complex inversion problem in order to properly analyse the convoluted signal

generated by the target.3,77,78 The higher the gradient of the bias field, the less convoluted is

the picked-up signal. In the limit of an infinite gradient, all particles not precisely located at

the FFP are magnetically saturated and therefore produce no magnetic signal at the driving

field frequency. Such an ideal limit is precisely the one exploited here in a proof of concept

aimed to test the adjustment strategy.

Let us consider an uneven distribution of magnetic nanoparticles on a reference (x, y)

plane, such as the one depicted in the top panel of Figure 7. The volume concentration

fV (x, y) takes a small constant value (fV = 0.001) almost everywhere except in proximity

of two ”accumulation points”, where it attains much higher maximum levels (equal to 0.01
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and 0.025, respectively). The distribution of fV (x, y) around the two accumulation points

is described by two bidimensional Gaussian curves (note the concentration contour maps

projected on the top of the panel). The base value of fV is such that nanoparticles can be

safely considered as noninteracting: however, this is no longer true near the accumulation

points.

The middle panels of Figure 7 show the unadjusted estimates of the nanoparticle con-

centration obtained for two diameter values D by using the linear law A3 = hfV - which

amounts to assume that nanoparticles are noninteracting everywhere in the plane. In both

cases, the estimate turns out to be correct near to the boundaries but it is wrong in proximity

of the two accumulation points: the highest mismatch between real and estimated values is

observed at the accumulation point where fV is highest, as expected; moreover, when D =

13 nm the estimate is wrong by excess, whilst when D = 14 nm an error by defect is observed

(these results reflect the behaviour of the A3(fV ) curves drawn in Figure 4).

The lower panels show the estimates after performing the adjustment through Eq. 6. To

this aim, both magnitude and phase shift of the third harmonic of the signal were collected

at all points on the (x, y) plane. The agreement between the adjusted estimates and the

starting fV distribution turns out to be excellent everywhere.

The validity of the adjustment procedure can be checked in Figure 8, where real and

estimated fV distributions are shown for different particle diameters along the section of the

(x, y) plane of Figure 7 corresponding to y = 0. In all cases, the unadjusted estimate curves

fail to reproduce the actual Gaussian distributions close to the accumulation points (with a

larger error systematically observed around the region where the actual fV is highest); note

that prior to adjustment the third harmonic definitely fails to reproduce the actual shape

of the fV distribution for large particle diameters, showing a profile much flatter than the

actual one around the accumulation points.

On the contrary, after adjustment all estimates become precisely coincident in both mag-

nitude and shape with the starting fV curve. No free parameters are used to obtain the
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Figure 7: Proof of concept of the validity of the proposed adjustment technique.Top panel:
real nanoparticle distribution in two dimensions, fV (x, y). Middle panels: incorrect estimates
of fV obtained if magnetic interactions are neglected; lower panels: correct estimates of fV
resulting after adjustment.
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adjusted curves of Figure 8, the angular coefficient k of Eq. 6 being univocally determined

by the output of the rate-equation calculations (see Figure 6 for some typical diameters).

Figure 8: Cross section along the y =0 plane of the curves shown in Figure 7. Curves for
additional values of D are also shown.

Polydisperse nanoparticles

In the experimental practice and in common applications magnetic nanoparticles are never

rigorously monodisperse. Owing to the strong impact of nanoparticle size not only on their

magnetic response but also on their hydrodynamic properties and toxicity,79–81 using a suf-

ficiently narrow distribution of particle diameters is often the best choice.

As a consequence, the validity of the adjustment procedure has been checked on a log-

normal distribution of D values with mode DC = 12.5 nm and standard deviation w = 0.07.

The distribution is shown in Figure 9 (panel a), left side); only diameters between 10 and

15 nm are to be taken into consideration in the average.

The calculation is done according to a procedure outlined elsewhere.31 The magnitude of

the third-harmonic signal is reported as a function of fV in Figure 9 (panel (a), upper right
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Figure 9: Case of polydisperse particles: a) Lognormal distribution of particle sizes and
resulting average behaviour of A3 and ϕ3; b) linear relation between ∆A3 and (∆ϕ3)

2; c)
proof of concept of the adjustment technique making use of a more complex arrangement of
particles in two dimensions; d) cross section of the estimated values of fV along the y = x
plane.
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side): the full line refers to the interacting system while the dashed straight line describes

noninteracting particles. Although the diameters involved in the average are both higher

and lower than D
(max)
NI (see Eq. 4), A3 turns out to be still enhanced with respect to A

(NI)
3 .

The behaviour of ϕ3 as a function of fV is reported in panel a), lower right side: full/dashed

lines refer to the interacting/noninteracting case. Even in the presence of a distribution of

particle diameters, the quantity ∆A3 turns out to be a linear function of ∆ϕ2
3, as shown in

panel b).

Such a linear relationship allows one to implement the same adjustment procedure out-

lined in Section for monodisperse particles. The validity of the method is demonstrated by

a second proof of concept based on a different, more complex arrangement of accumulating

particles, as shown in panel (c) of Figure 9. In this case, the fV (x, y) function is equal to

zero everywhere outside two ellipses with perpendicular major axes; inside, the concentra-

tion takes values described by a parabolic law whose maximum is on the major axis of the

ellipse. Estimates of fV resulting from analysis of the third harmonic of M(t) without and

with adjustment are shown: once again, the unadjusted estimate fails to correctly reproduce

the actual fV distribution in regions where dipolar interaction can be no longer neglected.

The excellent agreement between adjusted estimate and real fV (x, y) distribution is put in

evidence by the rightmost plot of panel (c), where a transverse section of fV (x, y) is drawn

along the y = x diagonal line.

Conclusions

In-depth knowledge of the magnetic behaviour of nanoparticles eligible as tracers for MPI

is instrumental to correctly apply such a powerful imaging technique to precisely measure

their local concentration in a tissue.

In this paper, rate equations were exploited to extract the magnitude and phase of the
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third harmonic of the M(t) signal generated from tracers submitted to a harmonic magnetic

field H(t). Extraction and analysis of the third harmonic of the induced voltage is a typical

feature of present-day MPI operating techniques.

Although the present treatment makes use of rather ideal systems (e.g, spherical nanopar-

ticles of magnetite with purely uniaxial anisotropy; no surface or core-shell effects; absence

of formation either of tightly packed nanoparticle aggregates or chains), some conclusions of

general interest can be drawn:

a) magnetic hysteresis is not only a property of magnetically blocked nanoparticles having

a size larger than the critical size for the onset of superparamagnetism at room temperature:

even particles behaving as superparamagnetic in a quasi-static measurement display a hys-

teresis when operating at high frequency, as for instance in MPI applications;

b) neglecting the hysteretic properties of magnetic tracers can lead to inadequate modelling

of their magnetic response: interpretation schemes making explicit reference to the Langevin

function should therefore be considered as merely qualitative;

c) magnetic dipole-dipole interaction can play a role even when tracers are almost evenly

distributed in the tissue (i.e., without giving rise to tight aggregates). Such an interac-

tion brings about an increase of the height of the energy barrier of the DWS, and therefore

strongly affects magnetization switching; this in turn brings about substantial changes in the

shape and width of magnetic hysteresis loops and in the magnitude and phase of the third

harmonic; dipolar interaction increases linearly with increasing nanoparticle concentration;

d) usually, measuring the magnitude of the third harmonic of the signal is believed to be

enough to estimate the local concentration fV of tracers in a typical MPI scanning operation

mode; this can be a good standpoint when the shape of the M(t) waveform (or equivalently

of the M(H) curve) is virtually unaffected by the concentration itself. Indeed, the method

works well at sufficiently low tracer concentrations, as in many applications of MPI. However,

this is no longer true when MPI is used in combination of applications requiring a larger
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local concentration of nanoparticles (such as MPI-assisted magnetic hyperthermia) or in all

circumstances where an unpredictable local accumulation of particles can occur; in these

cases, neglecting dipolar interaction can lead to a mismatch between the real concentration

of particles and its estimate by MPI;

e) a method to cope with this difficulty by using not only the magnitude but also the phase

shift of the third harmonic is proposed; a simple formula allows one to obtain the correct fV

distribution even in the presence of non-negligible dipolar interactions among tracers. The

adjustment procedure has been shown to work well both for monodisperse and polydisperse

nanoparticle systems and has been checked on different distributions of nanoparticles on a

plane.

Although the model’s assumptions do not exactly match the properties of commercial iron

oxide nanotracers (whose shape is not perfectly spherical and whose magnetic anisotropy

has cubic, rather than uniaxial symmetry), the present conclusions are helpful in correctly

identifying the factors which most affect their efficiency for MPI and in determining the

range of sizes and the measuring procedures which guarantee the best performance in the

experimental practice.

The present results can be naturally extended to the case of a large, non-infinite gradient of

the bias field applied to the target. In such a more realistic case, the signal picked up at the

FFP is convoluted with weaker but definitely nonzero signals contributed by nearby areas

of the target; the adjustment method combining magnitude and phase shift of the third

harmonic should be incorporated in the analysis of all signals in such a way that the ensuing

deconvolution procedure should include the prescriptions outlined and discussed in this work.
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Appendix

Analytic solution for collinear nanoparticles

In the collinear case the expression of all quantities entering the rate equations are greatly

simplified, allowing analytic solutions to be found.41,65 For the sake of simplicity, the treat-

ment is limited here to the case of noninteracting nanoparticles.

The magnetization of an assembly of monodisperse, collinear nanoparticles, M(t), is propor-

tional to the number of particles instantaneously found in well 1 of the DWS, N1(t): using

n1(t) =
N1

N
≡ N1

N1+N2
, one has M(t) = Ms(2n1(t)− 1).41 The rate equation for n1 is:41

dn1

dt
=

1

τ2
−

( 1

τ1
+

1

τ2

)
n1 ≡ c2(t)− c1(t)n1(t) (7)

where:

c1(t) =
1

τ2(t)
=

1

τ0
exp

[(
KuV +

M2
sH

2
V V

8Ku

)
−MsHV V cos(ωt) +

M2
sH

2
V V

8Ku
cos(2ωt)

kBT

]

and

c2(t) =
1

τ1(t)
+

1

τ2(t)
=

2

τ0
exp

[(
KuV +

M2
sH

2
V V

8Ku

)
− M2

sH
2
V V

8Ku
cos(2ωt)

kBT

]
cosh

[MsHV V

kBT
cos(ωt)

]

where ω = 2πf . These are exact expressions of the rate equation coefficients. Using the

Taylor development of the exponential functions and recursive analytical formulas to express

powers of cos(ωt)/cos(2ωt) in terms of cosines of multiple arguments cos(kωt) with k ≥ 2,

the above quantities can be developed in two cosine Fourier series as:
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c1(t) =
∞∑
k=0

ak cos(kωt)

c2(t) =
∞∑
k=0

bk cos(kωt)

All ak, bk coefficients turn out to be expressed as series of powers of known parame-

ters. Here we give the explicit expressions of the leading terms of the development of two

coefficients, a3 and b0, which are of particular relevance in the present study:

a3 = − M3
sH

3
V V

2

16Ku(kBT )2
+

M3
sH

3
V V 3

24
− M2

SH
4
V V 3

32Ku
+

M5
sH

5
V V 3

512K2
u

(kBT )3
+ ... (8)

b0 = 1 +
1

4

(
M2

sH
2
V V

8KukBT

)2

+
1

4

(
MsHV V

kBT

)2

+
1

64

(
MsHV V

kBT

)4

+ ... (9)

The solution of the rate equation for n1(t) is:

n1(t) = f0 e
−2b0f0t

∞∑
k=0

an

∫
cos(kωt)e2b0f0tdt+ const. (10)

where f0 =
1
τ0
exp

(
− KuV+

M2
sH2

V V

8Ku

kBT

)
. In Eq. 10 only the first term of the Fourier develop-

ment for c2(t) has been retained, higher order terms corresponding to a ripple superimposed

to the dominant exponential terms of the type exp(±2b0f0t) appearing in the Equation.

This is the only approximation involved in the present analytic treatment. The third-order

harmonic n
[3]
1 (t) is just:
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n
[3]
1 (t) = f0 e

−2b0f0ta3

∫
cos(3ωt)e2b0f0tdt =

=
a3f0

(4b20f
2
0 + 9ω2)

[
(2b0f0 cos(3ωt)− 3ω sin(3ωt)

]
=

=
a3f0

(4b20f
2
0 + 9ω2)1/2

cos(3ωt− ϕ3), (11)

where a3 and b0 are given in Eqs. 8 and 9. The phase shift of the third harmonic with

respect to H(t) (ϕ3 = arctan
[

3ω
2b0f0

]
) appears by effect of the integration.

The magnitude of the third harmonic of the magnetization M(t) is therefore:

M3 = 2Ms
a3f0

(4b20f
2
0 + 9ω2)1/2

. (12)

For a given frequency f of the driving field, M3 exhibits a sharp maximum as a function of

particle diameter D, which is located at D = D
(max)
NI defined in Eq. 4. With the current

parameter values, D
(max)
NI ≃ 13.4 nm for collinear easy axes. The expression of D

(max)
NI is

obtained considering the behaviour with D of the function:

f0
(4b20f

2
0 + 9ω2)1/2

which appears in Eq. 12 and takes values between 1
2
(for D → 0, fo → ∞) and 0 (for

D → ∞, f0 → 0). This is almost a step function because of the presence of the exponential

term in f0, and drops very rapidly from the initial value to zero. D
(max)
NI closely corresponds to

the diameter where the function takes exactly one half of the initial value. Below D
(max)
NI , M3

increases because of the increasing behaviour of a3; above D
(max)
NI , M3 quickly disappears.

Although Eq. 12 has been derived for collinear particles, this analytical solution closely

reproduces the main features of the numerical solution for an assembly of particles with

random easy axes (shown in Figure 5). The value of D
(max)
NI given by Eq. 4 turns out to be

a good estimate of the position of the actual maximum of M3.
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Finding an explicit expression for D
(max)
NI for a given driving-field frequency and amplitude

is helpful in applications involving interacting particles: as a rule of thumb, ifD < D
(max)
NI , the

measured value of A3 = M3fV is higher than the one predicted by calibration, the contrary

being true for D > D
(max)
NI . When dipolar interaction is switched on D(max) decreases, as

checked by inserting Keff = Ku + αM2
s in Eq. 4. The linear relation reported in Eq. 5 is

immediately obtained from Eq. 4 when αM2
s << Ku, as is usually the case.

The comparison between the analytic expression of M3 and the output of numerical

calculation in the collinear case is reported as Supporting Information.
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